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Preface 

The Health and Environment Analysis for Decision-making (HEADLAMP) 
project is a joint collaborative project between the United Nations Environment 
Programme (UNEP), the United States Environmental Protection Agency 
(USEPA) and the World Health Organization (WHO). 

HEADLAMP aims to make valid and useful information on the local and 
national health impacts of environmental hazards available to decision-makers, 
environmental health professionals and local communities. It uses methodologies 
in environmental epidemiology, human exposure assessment and other health and 
environment sciences to collect and analyse data to produce information that can 
be understood easily and used as a basis for action. 

The project was initiated in late 1993 with a feasibility study to identify and 
adapt methods that could be used at the local level in combination with routinely 
collected health and environment data, to estimate the health impacts of 
environmental contamination. ' Field studies were later carried out in Accra 
(Ghana) and Sao Paulo (Brazil) to examine data availability and quality as well 
as the potential for linking health and environment data. One of the project's 
important milestones was a consultation with international experts, held in 
Geneva in August 1994. Several of the papers presented during that consultation 
were published in a special issue of the World Health Statistics Quarterly 
(48;1995), under the title, "Health and environment analysis and indicators for 
decision-making". Additionally, a report entitled Epidemiologic Methods for 
linking Health and Environment Data for Decision-making was reviewed, and 
the future direction of the project determined. , This book is a revised version of 
part one of that report, and deals with general issues of data linkage. Part two 
deals in more detail with the analytic methods. 

During 1995, seven field studies were conducted in Calcutta (India), Cape Town 
(South Africa), Cotonou (Benin), Dar es Salaam (Tanzania), Managua 
(Nicaragua), Manila (the Philippines), and Talcahuano (Chile). The studies 
focused on the development and testing of environmental health indicators, and 
their links to local decision-making. Preliminary findings were reviewed at a 
field studies meeting held in Nairobi, Kenya in October 1995. A book on the 
fmdings of the field studies is being planned, following the recommendations of 
the meeting. Instructional materials and workshops on HEADLAMP methods, 
and the identification, collection and use of environmental health indicators, are 
also being planned as part of future capacity-building activities. 
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Health and Environment Analysis 
for Decision-making 

C. Corvaltin a & T. Kjelistrom a 

1. INTRODUCTION 

The Health and Environment Analysis for Decision-making (HEADLAMP) 
project is aimed at improving information support for environmental health 
policies. HEADLAMP makes valid and useful information on the local and 
national health impacts of environmental hazards available to decision-makers, 
environmental health professionals and the community. It combines 
methodologies in environmental epidemiology, human exposure assessment and 
other health and environment sciences to produce and analyse data, to convert 
these data into information, and to present this information so that it can be 
understood, interpreted and acted upon by those responsible for environmental 
health protection. The information created via local and national HEADLAMP 
applications will help monitor progress towards sustainable development as 
recommended in Agenda 21 (UN, 1993). 

Important elements of HEADLAMP are methods for linkage of health and 
environment data, the use of environmental health indicators used to quantify 
and monitor the local situation, and the interpretation and translation of resulting 
information into the decision-making process. This chapter gives an overview 
of the HEADLAMP project and its background. A series of papers, published 
in the World Health Statistics Quarterly (Volume 48(2), 1995), present further 
details on HEADLAMP methods and examples of field studies, based on 
materials discussed at the first expert meeting on HEADLAMP held in Geneva 
in August-September 1994. 

2. THE HEALTH AND ENVIRONMENT SITUATION 

Human exposure to pollutants in the air, water, soil and food - whether in the 
form of short-term, high level episodes, or longer-term low level exposures -
is a major contributor to increased morbidity and mortality. The disease burden 
attributable to these exposures is not known with any degree of certainty, 
however, because levels of general environmental pollution fluctuate greatly, 
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methods for analysing the relationships are incompletely developed, and the 
quality of available data is generally poor. Precise measures of the association 
between pollution levels and health outcomes are therefore rare. Exposure to 
environmental pollution is also usually involuntary and people may be ignorant 
of their exposure or its possible effects; as a result they may exert little control 
over exposure risks. Biological and chemical agents in the environment are 
nevertheless responsible for the premature death of millions of people and to the 
disablement of hundreds of millions more every year (WHO, 1992a). Certain 
environmental hazards affect very large populations. In large cities, for example, 
millions of people may be exposed to severe outdoor air pollution. In addition, 
indoor air pollution is a widespread and serious problem particularly in 
developing countries. World-wide, at least a hundred million people are 
potentially affected by respiratory diseases associated with air pollution (WHO, 
1992a). The need to control harmful exposures is therefore evident. 

The ability to link health and environmental data, and thereby to understand 
relationships between levels of exposure and health outcome, is clearly vital in 
attempts to control exposures and protect health. This capability is particUlarly 
important for countries in which issues of environmental pollution have 
traditionally taken second place to demands for economic development. In many 
of these countries, environmental pollution is rising while populations are 
undergoing rapid expansion, particularly in urban centres. Levels of exposure 
and their potential health effects are therefore liable to increase. At the same 
time, awareness is growing of the links between economic growth and 
environmental protection, and of the need to develop strategies for sustainable 
development which both preserve the environment and enhance quality of life. 
In this context, decision-makers urgently need information on the health impacts 
attributable to environmental pollution in order to assess the implications of their 
decisions, compare the potential effects of different decisions and choices, and 
prevent irreversible and costly health and environmental damage. 

Standards and guidelines against which to assess levels of environmental 
pollution are now widely available. WHO has developed environmental quality 
guidelines for different pollutants in the air (WHO, 1987), water (WHO, 1993), 
food (FAO/WHO, 1989) and the workplace (WHO, 1980, 1981, 1982, 1983, 
1984, 1986). These guidelines are based on epidemiologic and toxicologic 
studies and indicate the maximum environmental levels, or the levels of human 
exposure, considered acceptable in order to protect human health. Nevertheless, 
individual susceptibility to pollution varies, so some persons may still experience 
adverse health effects at levels below the maximum recommended levels. 
Moreover, in many areas of the world these levels are frequently exceeded, in 
some places by as much as several times the guideline levels, and actions to 
reduce human exposure may be difficult or very costly. Adverse impacts on 
human health may thus be expected to continue in these areas. In such cases, 
analysis of health and environment data provides a valuable tool for obtaining 
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estimates of the health impact of pollution, which can be used to set priorities 
for action. 

Many epidemiologic studies have been undertaken to analyse the relationships 
between specific forms of environmental pollution and health outcome. Most 
of these have been in developed countries, and the methods used are not always 
easily applicable to other settings, especially if high quality data are unavailable. 
In particular, major problems often exist in obtaining either health or, more 
particularly, environmental exposure data at the individual level. As a 
consequence, it is normally necessary to rely on so-called "ecological" methods, 
in which the statistical unit of observation is a popUlation rather than an 
individual (Beaglehole et aI., 1993). 

A serious limitation in conducting these studies concerns the measurement of 
exposure in individuals. Routinely collected environmental data are widely 
available in most countries. In addition to the data commonly collected by 
national and local authorities, extensive monitoring is also carried out via the 
Global Environment Monitoring System (WHO, 1990, 1991; UNEP/WHO, 
1993). These networks provide data on pollution levels at specific sites, which 
can then be used to characterise average exposures for geographical regions. 
Environmental data are also often compared with guideline values or standards 
for maximum recommended levels in order to determine levels of compliance 
with prevailing policies. Seldom, however, are the data used to quantify the 
potential health impacts. Equally, although many countries routinely collect 
health outcome data in the form of morbidity and mortality statistics, attempts 
are rarely made to link them to environmental or other factors in order to 
attribute outcomes to their cause. 

The analysis of data on health and environment, as a basis for estimating the 
health impact of pollution and setting priorities for action, thus remains an 
urgent need in many parts of the world. One of the main aims of the 
HEADLAMP project is to provide this capability. Its objective is to contribute 
to an ongoing process of monitoring and policy review in which repeated 
assessments of health and environmental status are used, first to develop and 
then to revise and update appropriate actions to reduce exposures. To this end, 
HEADLAMP is based on the linkage of environmental and health data, using 
relevant epidemiological methods as well as tools of environmental analysis. 
The linkage methods are designed both to control for extraneous determinants 
and to account for changes in the underlying population structure. Given that 
linkages are often conducted using data spanning relatively long time periods, 
they also account for artifactual changes resulting from changes in disease 
classification or changes in exposure monitoring methods. By providing this 
capability, HEADLAMP methods may also play a significant role in 
Environmental Health Impact Assessment (EHIA) , the aims of which are to 
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predict the health impacts of development projects likely to introduce new forms 
of pollution or increase existing pollution levels. 

The analYsis.of data on health and environment; 
estim~tlngthehealth impact of pollution alldsettillgprio 

actio.n;··rerOa4t~allurgent need mmany parts of the world. 

3. SPECIFIC ENVIRONMENTAL HEALTH PROBLEMS 

Human exposure to pollution may occur in many different situations and via a 
range of different pathways. Pollution may be encountered, for example, in the 
general environment, in the occupational environment, or in an individual's 
personal or domestic environment. Human exposure in any of these 
environments may occur via the air, water, food or soiL 

3.1 Air Poltution 

Air pollution is a general term that describes the admixture of potentially 
harmful substances within the air we breathe. The most well-documented of 
these substances (and those usually monitored on a routine basis) include sulphur 
dioxide (SOz), nitrogen oxides (NOx, including NO and N02), carbon monoxide 
(CO), ozone (03), lead (Pb), and total suspended particles (TSP, also known as 
suspended particulate matter, or 8PM, of which the respirable particles are of 
most concern, e.g. particulates of up to I 0 ~m in size, or PMIO). The major 
sources of these pollutants is the combustion of fossil fuels for energy 
generation, industrial processes and transportation, and of solid fuels, such as 
coal and wood, for domestic purposes. Evidently, the combination and 
concentration of outdoor air pollutants varies from city to city, according to the 
quantity and composition of fossil fuels used. But they also depend on other 
environmental factors such as the geographical and meteorological characteristics 
of the area concerned. Air pollution is different from other forms of pollution 
ill that, once the pollutants are in the air, exposure cannot be easily avoided. If 
high levels of air pollution are occurring in a city, therefore, it may be expected 
that a large proportion of the popUlation will be exposed. Nevertheless, levels 
of air pollution may vary markedly even at the local scale, especially in the case 
of low-level emissions (e.g. from road transport). Short-term variations in 
pollution levels will also occur due to variations in emission activity. In 
addition, levels of exposure will vary depending on the proportion of time 
people spend outdoors, and to the ability of the individual pollutants to enter the 
indoor environment. 
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Indoor air pollution is in some situations considered to be more serious than 
outdoor air pollution. This is due to the tendency for the entrapment of 
pollutants indoors, resulting in higher concentrations. In addition, most people 
spend a much larger proportion of their life indoors, than outdoors, often in 
close proximity to indoor emission sources. Indoor air pollution is an especially 
serious problem in some developing countries. It is also often unrelated to 
outdoor pollution levels. In many rural areas, for example, where ambient air 
pollution is low, the use of biomass fuel in unventilated houses causes pollution 
concentrations much higher than those in even the worst polluted cities. This 
fonn of pollution is likely to affect women and children more severely because 
they spend the longest time indoors. Chen et al. (1990) identify solid-fuel-fired 
cooking and heating stoves as a major source of indoor pollution and conclude 
that the evidence argues strongly that this source of indoor air pollution is a risk 
factor for chronic lung disease in adults, especially among women. Coal smoke 
may also be a risk factor for cancer in women. The health effects in children, 
however, are of special concern. Combustion-related pollutants are a risk factor 
for acute respiratory disease in young children, which is one of the main causes 
of infant and childhood morbidity and mortality in developing countries (WHO, 
1992b). 

Levels of suspended particulates in the most polluted indoor environments in 
developing countries may reach levels that are several times higher than the 
daily averages measured in cities with severe air pollution problems. 
Nevertheless, one of the main differences between outdoor and indoor air 
pollution is that the latter typically has a larger temporal range, periods of no 
exposure alternating with periods of high concentrations (e.g. associated with use 
of cookers or fITes). Although outdoor air pollution also shows marked diurnal, 
weekly and seasonal variations, the amplitude of variation is generally less and 
the pollutants involved are hardly ever absent (Le. they provide a source of 
ubiquitous exposure). 

3.2 Water Pollution 

Water pollution is a pressing problem in many areas of the world, irrespective 
of the level of development. The main pathway of exposure is through use of 
contaminated drinking water. Most drinking water is obtained from ground 
water or surface water and can be contaminated by the presence of physical, 
chemical and biological agents. Exposure may also occur as a result of bathing 
or washing in contaminated water. 

Biological pollution is often of greatest concern, particularly in less developed 
countries and in rural areas. Diarrhoeal disease due to faecal water pollution is 
a widespread problem and a m~ior cause of infant deaths (Martinez et ai., 1993). 
Chemical pollutants in water include nitrates and nitrites, pesticides, volatile 
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organic compounds, and heavy metals such as arsenic and lead, and to a lesser 
extent, mercury, cadmium and other metals. 

Both chemical and biological contamination may be difficult to remove from 
water supplies. In the case of ground waters, for example, rates of turnover of 
the water may be extremely slow - often in the order of hundreds or thousands 
of years - so that, once contaminated, the waters are not easily cleaned. In the 
case of surface waters, pollutants are often stored in the sediments on the bed 
and banks, and slowly released over many years. As a result, contamination 
often continues long after the original source of pollution has been removed. 

3.3 Food and Soil Contamination 

Environmental pollution can also be transmitted through food and via the soil. 
The soil may be chemically contaminated with a wide range of pollutants, 
including pesticides and heavy metals such as lead or cadmium. Agricultural 
activities, industry, landfill and emissions from road transport are all important 
sources of soil pollution. Once in the soil, many pollutants may be held for 
considerable periods of time, bound to the soil particles. Over time, however, 
many of the pollutants are likely to be leached from the soil into the ground- or 
surface-waters, while others are taken up by plants. Thereby they may enter the 
foodchain. Direct contamination of foodstuffs may also occur as a result of the 
deposition of pollutants from the atmosphere, through the use of contaminated 
irrigation water, by application of pesticides and other substances to growing 
crops or livestock, and through contamination during processing and distribution. 
Major concerns in these cases are contamination with chemicals (such as 
pesticides) or biological agents. The WHO Working Group on Infant Feeding 
estimated that up to 70% of the 1,400 million cases of diarrhoeal disease 
occurring worldwide each year in children under five years are due to pathogens 
transmitted through food (food, in this case, includes drinking water and water 
used in food preparation) (WHO, 1993b). In local "hot-spot" areas, metals such 
as mercury and cadmium have caused important outbreaks of poisonings; for 
example Minanata disease (WHO, 1976) and Itai-Itai disease (WHO, 1992c). 

3.4 Radiation 

Another environmental health hazard of concern is ionizing radiation. This is 
emitted from nuclear power stations, both as a result of accidents (e.g. 
Chernobyl) and routine operation. Natural emissions (e.g. from geological 
sources) are also important, for example in the form of radon gas which is a 
widespread source of indoor air pollution. The health effect of main concern 
that is due to general environmental exposure is cancer, but a number of other 
effects are being investigated following the Chernobyl accident (WHO, 1994). 
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Exposure to non-ionising radiation (e,g, from overhead power lines) is also a 
cause of growing concern, although the links to health remain more equivocal. 

4. THE ENVIRONMENTAL HEALTH HAZARD PATHWAY 

Environmental health hazards take many forms. They range from traditional 
hazards such as human faeces, in densely populated areas, to the wide mix of air 
pollutants emitted by road vehicles, The hazard pathway, however, is broadly 
similar, and is described in Figure 1.1. The starting point in most cases is some 
form of human activity, or, more rarely, a natural process which releases 
pollutants into the environment. The process of release is termed emission. 
Once in the environment, pollutants typically undergo a process of dispersion, 
during which they are transmitted through the environment via the air, water, 
food or soil. Exposure occurs when humans encounter the pollutants in the 
environment. 

4.1 Emission Sources and Processes 

The human activities responsible for emissions of pollutants are highly varied. 
Mining and quarrying, energy production, manufacturing, transport, agriculture, 
domestic activities and waste management are all major emission sources, but 
other sectors (such as tourism, forestry and commercial services) may also be 
important. In each case, emissions may occur throughout the complete product 
life cycle, from initial extraction of the raw materials through processing and 
distribution, to product use or consumption and final disposal. A wide range of 
emission processes are also involved. Energy combustion - for example in 
vehicles, manufacturing industry, electricity generation and home heating is 
one of the most important emission processes, especially to the air. In addition, 
however, large quantities of pollutants are emitted through other processes, such 
as spillage of chemicals, the deliberate discharge of effluents, leakage and 
seepage from equipment or storage sites, leaching of agricultural chemicals, 
gaseous release of volatile materials (e,g, in petrol stations or from landfill sites), 
wear and tear of equipment (e.g. industrial machinery, vehicle tyres and brakes), 
and respiration and excretion by agricultural livestock. Because these activities 
and processes represent the starting point for environmental emissions they also 
represent the most effective point of prevention and control. Much 
environmental policy is therefore focused at trying to regulate these source 
activities, or to incorporate into them methods of emission control. 
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Source Activities 
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,,).,- J 

Environmental Concentration 

Exposure 

Fig. 1.1 The environmental health hazard pathway: conceptual 
framework at the individual level 
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4.2 Dispersion Processes 

Once in the environment, pollutants may be dispersed via air, water, soil, living 
organisms and/or human products (e.g. food). The pathways of dispersion vary 
greatly, depending upon both the emission source and the pollutant concerned. 
Rates and patterns of dispersion also depend to a large extent upon the 
environmental conditions. Pollution dispersal in the air, for example, is affected 
by weather conditions (especially wind speed, wind direction and atmospheric 
stability), by the emission height (e.g. whether from ground level sources such 
as road traffic or from high level sources such as tall chimneys), and by the 
local and regional topography. Pollution dispersal in the soil is influenced by 
soil conditions, such as its texture, structure, degree of compaction and drainage 
characteristics. Dispersal by living organisms or human products depends upon 
the patterns of movement, contact and exchange which occur. 

During dispersion pollutants undergo a wide array of changes and transfers. 
Dilution occurs due to admixture with the transporting medium (e.g. the air or 
water). Sorting and segregation of pollutants occurs on the basis of size, mass 
or density. Chemical reactions occur, breaking down the original pollutant or 
converting it into new compounds. Pollutants are also removed from the 
transporting medium through deposition; air pollutants, for example, are 
deposited due to settling out under the effects of gravity, by rainwash and by 
interception (scavenging) by plants and other obstructions. 

The intensity of these different processes varies substantially over both time and 
space - and often over very short periods and distances. As a result, many 
pollutants show extremely complex patterns, especially in complex environments 
such as cities and towns where there are a large number of emission sources and 
major variations in environmental conditions. This complexity means that it is 
often very difficult to model or measure pollutant patterns and trends, and thus 
to predict levels of human exposure. 

4.3 Exposure Processes 

Pollutants enter the human body in a number of different ways by inhalation, 
ingestion or dennal absorption. The amount of any given pollutant that is 
absorbed is often tenned the dose, and may be dependent on the duration and 
intensity of the exposure. Target organ dose refers specifically to the amount 
that reaches the human organ where the relevant effects can occur. The first 
effects may be sub-clinical changes, which in turn may be followed by disease 
and in some cases even death. Brief examples are given below. 
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Air: contaminated air may enter the human body by inhalation of the air 
pollutants, but may also be absorbed through dermal contact. The most common 
health effects are associated with the respiratory system, particularly in more 
sensitive persons, such as children and the elderly. For example, particulate 
matter and sulphur dioxide, two very common air pollutants, may cause 
broncoconstriction, chronic bronchitis or chronic obstructive lung disease. 

Water: contaminated water is usually absorbed by the human body by ingestion, 
but some contaminants may also be absorbed by inhalation or vi'} dermal 
contact. Depending on the type of contamination, different vital organs may be 
targeted by different contaminants. For example, contamination with volatile 
organic compounds may affect the liver or the kidneys, causing hepatitis or 
kidney failure. 

Food and soil: contamination by food and soil may take many forms. Lead 
contamination provides an example. Lead in food or soil is absorbed from the 
gastrointestinal tract (up to 50% may be absorbed in children compared to 10% 
in adults). Almost all organ systems can be potential targets for lead, including 
effects on hemobiosynthesis, the nervous system and on blood pressure. 

Measuring exposures accurately and precisely is clearly of great importance 
when seeking to establish exact associations with health outcomes. Nevertheless, 
it is often impossible to measure exactly how much of the exposure of interest 
reaches the target human organ. Biological monitoring techniques can provide 
good estimates of dose but they are not always practical or available in 
assessing exposure to environmental pollutants. In some cases, individual 
exposure levels can be measured by using personal monitors. Almost all these 
approaches, however, are extremely costly and time-consuming, and 
consequently cannot easily be applied to a large number of individuals as part 
of a population study. More commonly, therefore, exposure is assessed 
indirectly, for example on the basis of measured pollution levels for a whole 
area. The measured levels are then used to give an exposure score to all 
individuals living or working within the area. Such an approach clearly ignores 
local or individual variations in exposure and results in mis-classification of 
exposure levels. These errors are likely to increase as the size of the individual 
areal units increases. Theoretically, therefore, the use of small areal units (e.g. 
at the scale of census districts or neighbourhoods rather than whole cities or 
departments) should help to improve exposure estimates. Unfortunately, the lack 
of pollution data often limits this approach. In addition there may be a 
significant time lag between exposure and health effects for many pollutants. 
This means that the health outcomes observed at present may be due to 
exposures which occurred many years or even decades earlier. Historic data on 
pollution levels are often especially sparse. Significant uncertainties in exposure 
classification consequently tend to occur, and the existence of a measurable 
concentration of a pollutant, even when higher than recommended levels, is not 

- to-



1 - HEALTH AND ENVIRONMENT ANALYSIS FOR DECISION-MAKING 

always a sufficient basis to infer health effects. Moreover, exposure often occurs 
to a number of different pollutants, in combination, so environmental 
concentrations of one pollutant do not always give a good indication of potential 
health effects. Social and other factors may also act to distort or mask the 
association between exposure and health outcome. For all these reasons, health 
or environmental data on their own may give misleading impressions of the 
environmental health risks which exist. Instead, recognition, assessment and 
management of known environmental health problems, such as those described 
above, requires the use of both environmental and health data, and where 
feasible - their combination through the use of appropriate methods for data 
linkage. 

5. ANALYSIS AND INTERPRETATION TOOLS 

The linkage of environmental and health data offers considerable benefits, but 
also poses many dangers if not carefully carried out. In linking the data it is all 
too easy to overlook the statistical problems and inconsistencies of the different 
data sets, or to misinterpret their apparent relationships. Valid linkage thus 
relies on the use of both valid data and appropriate linkage methods. 

Many methods for data linkage have been developed in many different areas of 
application. Their suitability for linking environmental and health data, 
however, is often limited and always needs to be carefully assessed. Two 
important criteria must be considered in this context. On the one hand the 
methods must be simple, inexpensive to implement and operable with available 
data, thus allowing rapid assessment. If the methods are overly complex, 
requiring extensive resources and large amounts of additional data collection, 
few of the less-developed countries will be able to apply them, and even in more 
developed countries their use may be costly and result in delays in action. On 
the other hand, if their results are to be accepted as a basis for action, the 
methods must be scientifically credible and statistically valid. This means that 
they should be accurate, sensitive to the variations in the data of interest, and 
unbiased. They should also produce results that agree with those obtained from 
more detailed studies, for which the statistical precision can be quantified. 

In practice, it must be admitted that these requirements cannot always be met -
indeed, if they could, there would hardly be a need for individual-level studies. 
Even if they do not meet all these criteria, however, the methods may have 
considerable value. Results from ecological studies, for example, are useful if 
the potential biases can be identified and evaluated (though this is usually 
difficult and further individual-level results are needed for accurate risk 
assessment). At the very least, the results can show areas or issues requiring 
further, more detailed investigation. Researchers in countries where detailed, 
individual-level studies have not been performed also urgently need access to 
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methods which can help to shed light on the extent and health effects of specific 
forms of environmental pollution. 

If detailed information on the exposure-response relationship of pollutants in 
different settings around the world was available, techniques of risk analysis 
could be used to estimate the impact of exposures on different populations 
without the need for new substantive research. This implies knowledge about 
exposures, estimates of the population exposed and of the health effects 
associated with the exposure in the form of a dose-response function. At 
present, this approach is possible to some extent, but the lack of information for 
many parts of the world (especially developing countries), and about many 
exposure-response relationships, acts as a major limitation. Thus, such 
quantitative risk assessments can often only be made by extrapolating the 
available study results from one country (often developed) to others (often less 
developed). The fact that the range of exposure levels, and the distribution of 
extraneous determinants, may differ substantially between populations inevitably 
limits the validity of this approach. In addition, assessments can only be reliably 
carried out for pollutants for which well researched exposure-response 
relationships have been established. Even then, uncertainty regarding the 
assumed association between environmental pollution levels and the actual 
exposures in individuals is a major constraint. 

The limitations of risk analysis are therefore considerable. Nevertheless, it 
remains the only tool available for estimating the health outcomes of 
environmental pollution for areas where health monitoring is not undertaken, or 
for which data quality is poor. It is also the only feasible approach for obtaining 
crude estimates of health impacts in very large population groups. The 
development and application of well-tested methods of risk assessment is 
therefore an important priority. 

At the same time, it is important to emphasise that even when adequate 
control for extraneous determinants are incorporated HEADLAMP methods 
should not be seen as substitutes for individual-level epidemiological studies. 
Instead they are seen as a useful alternative where opportunities for more 
detailed studies are limited, and as a means of extracting valuable information 
from routinely collected data. The long-term challenge remains the development 
of new forms of study design and data analytical techniques for environmental 
epidemiology. 

. .. 
Validhelllth<Uld environment data .linkage reHes on the· use . of both 

valid~~1lit1ridappropriate linkage methods. ;:'.:: ' .. 
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6. DEVELOPING ENVIRONMENTAL HEALTH INDICATORS 

Studies of environment and health, and of the linkages between them, can 
produce large volumes of data. If they are to support and improve decision­
making, however, these data need to be translated into a clear set of messages, 
targeted at issues capable of management and control. One way of achieving 
this is through the development and application of indicators. The key 
characteristic of an indicator is that it converts "data" to useful "information". 
The development of appropriate environmental health indicators is clearly 
integral to the HEADLAMP approach. They are essential both to the design of 
HEADLAMP studies, and to the use of HEAD LAMP results. Prior 
identification of indicators, for example, helps to set the agenda for the study by 
highlighting the issues which need to be investigated, and thus the data and 
methods needed. Equally, the indicators provide a means of converting the 
results into a language and form of direct relevance to decision-makers. In 
addition, once identified and established, the indicators provide a means of 
monitoring subsequent trends in environmental health, and hence of evaluating 
the effectiveness of any action taken. 

Methods of data linkage and use of environmental health indicators are therefore 
invaluable tools for policy making and management. Reduction of exposures 
requires investment by people and authorities; given the shortage of resources 
for essential development activities in virtually all countries, sound and 
convincing information is essential to motivate such investment. The 
information required is likely to include clear specification of the problem, its 
importance, and the costs and benefits of possible response options. Providing 
this information requires the availability both of suitable methods of data 
analysis and linkage, and of indicators which can express the results of these 
analyses in terms which are understandable and relevant to the decision-maker. 

7. THE HEADLAMP PROCESS 

The HEADLAMP project has three defining characteristics which differentiate 
it from ad hoc epidemiologic studies. These are: 

1. HEADLAMP is based on already known and scientifically established 
relationships between environmental exposures and health effects. On the basis 
of these relationships it is possible to define environmental health indicators 
which - within the context of HEADLAMP - are chosen for their potential 
value in the decision-making process. Research to establish new environment­
health relationships is a related but separate activity. 

- 13 -



...... ..,. 

Environmental 
Factors ,. 

Relationship 

't 
Health 
Factors 

Fig. 1.2 The HEAD LAMP process 

:r: 
~ 
Cl 

~ 
" I 
(j) 
m z 
m 
;:0 
» r 
(j) 
C 
o 
m 
r 
Z 
m 



1 - HEALTH AND ENVIRONMENT ANALYSIS FOR DECISION-MAKING 

2. The environmental health indicators used in HEADLAMP are usually 
based on the use of routinely-collected data. A major advantage of this approach 
is its cost-effectiveness. Data collection is expensive, and it is therefore 
important to obtain maximum possible value from the data through their 
repeated and most effective possible use. It also provides important feedback 
to the data collection process by helping to indicate needs for new or improved 
monitoring. To measure the relevant environmental health indicators, it may 
also be necessary to collect new data. In these situations HEADLAMP will 
encourage the use of appropriate, low-cost techniques. 

3. The ultimate aim of HEADLAMP and its environmental health indicators 
is to obtain information on which to base preventive action aimed at 
environmental health problems. HEADLAMP is intended to be an on-going 
activity, focusing on information needs at local and national level. As such, it 
is designed to indicate environmental health trends, and to enable policy-makers 
and managers to assess the value and performance of their policies over time. 
National and local capacity-building is, therefore, also an integral part of the 
HEAD LAMP approach. 

Based on these characteristics, a framework for implementing HEADLAMP in 
the field has been developed and is summarized in Figure 1.2. Application of 
HEADLAMP methods is motivated by concern regarding specific environmental 
conditions and their potential adverse impact on human health. In practice, 
application of the HEADLAMP process follows three stages, reflecting the three 
characteristics described above. 

The first stage of the process relates to the definition and validation of the 
problem. The known links between a defined environmental factor and its 
associated health outcomes provide the starting point. These links will already 
have been established in previous research and in the literature. Basic 
information requirements are identified at this stage. 

The second stage involves the compilation, assessment and quantification of 
relevant environmental health indicators. During this stage, detailed data 
requirements are specified, taking account both of the specific setting in which 
the analysis is being conducted, and of the inevitable limitations of data 
availability. These data are obtained as far as possible from available routine 
data sources, but may be supplemented where necessary through the 
implementation of purposely-designed, rapid surveys. These data are then 
analysed to obtain information on environmental health effects or conditions. 
The variables produced through this process comprise the environmental health 
indicators. Depending on the problem and/or feasibility of obtaining all the 
relevant data, environmental health indicators may be derived from: health data 
(e.g. morbidity rates attributable to definable environmental factors), 
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environmental data (e.g. pollution levels with human health implications), or 
results of the linkage of environmental and health data (e.g. ecological studies). 

The third stage comprises policy formulation/implementation. At this stage, 
relevant policy actions are defined and implemented on the basis of the trends 
and patterns shown by the environmental health indicators. In this context, the 
HEADLAMP process needs to be seen not as a one-off activity, but as part of 
a continuing cycle of assessment and action. Thus, repeated assessments may 
be undertaken at appropriate intervals in order to monitor changes in health 
and/or environmental status and to ascertain if any particular trend has been 
established. Thus, repeated assessment would contribute to the monitoring of 
the effects of policy implementation, provide support for changes in policy, and 
convey environmental health information to the public and other stakeholders. 
A decision to cease monitoring activities may be taken once pre-set targets have 
been met on a sustained basis. 

Application of the HEADLAMP approach is aimed at improving protection 
against environmentally related disease and the promotion of a healthy 
environment. This is consistent both with the principles of sustainable 
development, as presented by the UNCED's Agenda 21, and the ideals in the 
Alma-Ata declaration of "Health for All". Agenda 21 recognizes that both 
insufficient and inappropriate development can result in severe environmental 
health problems. Thus, while development cannot occur without a healthy 
population, such development should in turn not create additional environmental 
health problems (UN, 1993). "Health for All" ideals of equity in health are also 
closely linked to environmentally related health problems. These explicitly 
recognize that some sectors of the population are adversely affected both by the 
characteristics of the environment in which they live, and through their access 
to health services. The implementation of HEADLAMP activities at the local 
level will therefore complement and support the endeavours already being taken 
within these initiatives. If effective environmental health decision-making and 
actions can be sustained and multiplied in many local situations, they will have 
a significant impact at the national and global levels. 
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Development of Environmental 
Health Indicators 

C. Cona/an tl, D. Briggs" & T. Kjellstrom tl 

1. INTRODUCTION 

1.1 The Need for Information 

The need for information to support environmental health is evident. In many 
parts of the developing world, the environmental health burden is increasing; 
even in the developed world, new pollutants are emerging which pose new 
threats to human health. Against this background, there is clearly an urgent need 
for action to reduce the environmental health burden, for example through: 

education and awareness raising to help individuals better appreciate the 
environmental risks to which they are exposed, and the personal 
opportunities which exist for risk avoidance and reduction 

environmental improvement to reduce the hazards involved, especially in 
those areas where human exposure may occur 

technological innovation, to develop new, cleaner and more sustainable 
methods of production 

demand control, to reduce the pressures from consumption and resource use 

All of these actions are potentially costly. Many are also likely to be relatively 
long-term in their effect. All, therefore, require the availability of reliable 
information. Information is needed to help identify and prioritise the problems 
which exist; to help specify safe limits and environmental guidelines and 
standards; to define, evaluate and compare the actions which might be taken; to 
monitor the effects of these actions; to inform the numerous groups of 
stakeholders involved; to provide a rational framework for discussion and debate; 
and to guide the research and development needed for the future. 

'Office of Global and Integrated Environmental Health, World Health Organization, Geneva 
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1.2 The Problem of DRIPS 

Over recent years the potential to gather data on both environment and health 
has greatly improved. In the area of environment, for example, earth-observing 
satellites produce an unprecedented volume of data on a regular basis (Simonett 
1988). The establishment of global monitoring programmes such as the GEMS 
network (WHO, 1990; 1991; UNEPfWHO, 1993) and trans-national information 
systems such as the CORINE system (Briggs, 1995a) is helping to provide 
extensive data sets on the environment. Improvements in field monitoring 
techniques, modelling and computing have also greatly increased the supply of 
environmental data at both the local and regional level. Technical advances in 
the area of health data have perhaps been less dramatic, but the establishment of 
more sophisticated computer-based health reporting systems has helped to 
increase the supply of health data in many countries. For the future, use of 
geographic information systems (GIS) and other information technology - as 
in the HEGIS programme (WHO, 1993b) - offers the potential to bring 
together these health data at both the national and international level. 

Contradictorily, the difficulties of using these growing volumes of data in 
decision-making have often increased. We are now faced with a problem which 
some observers have termed DRIPS - Data-Rich Information-Poor Syndrome. 
How can we keep track of this growing mass of data? How can we find and 
select the specific data we need - and how can we do that quickly, when we 
need them? How can we condense the huge quantities of data down to more 
manageable amounts? How can we extract meaning from the tangle of data 
before us? In many cases, therefore, the increased availability of data has been 
a quantitative rather than a qualitative improvement. It has given us a larger 
data resource, but often without the tools to exploit it. At the same time, the 
increased availability of data has had a self-amplifying effect, raising both the 
expectations of and demand for additional data. Having data for one period, for 
example, tends to beg the question of whether or not changes are occurring over 
time. Having data for one area creates pressures for other areas to collect 
similar data for comparative purposes. Above all, as we learn more about the 
world from the data we collect, we realise its complexity and discover that 
we always need more data to describe it adequately. 

Providing relevant information, in a form which all those involved can 
understand and accept, within the constraints of time and other resources, is thus 
a major challenge. It is not just a matter of collecting data. It requires the 
selection of information which is directly relevant to the task at hand. It 
requires the translation of this information into a consistent and coherent form. 
It requires the presentation of the information in a manner which is appropriate 
and acceptable to the different users. 
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Providing information in a form useful for decision makers requires the 
selection of relevant information, the translation of this information 
into a consistent and coherent form, and the presentation of the 
information in an accessible and acceptable manner. 

1.3 The Role of Indicators 

Environmental health indicators represent one means of meeting these needs. 
The term 'indicator' is derived from the Latin indicare, meaning to announce, 
point out or indicate. As such, indicators represent more than the raw data on 
which they are based. They provide a means of giving the data added value by 
converting them into information of direct use to the decision-maker. Indicators 
are thus a crucial link in the decision-making chain. Measurements produce raw 
data; data are aggregated and summarised to provide statistics; statistics are 
analyzed and re-expressed in the form of indicators; indicators are then fed into 
the decision-making process (Figure 2.1). 

Within this context, an environmental health indicator can be seen as a measure 
which summarises in easily understandable and relevant terms some aspect of 
the relationship between the environment and health. It is a way, in other 
words, of expressing scientific knowledge about the linkage between 
environment and health in a form which can help decision-makers to make more 
informed and more appropriate choices. 

Environmental health indicators can thus contribute to improved health 
management and policy everywhere. They are, however, of particular value in 
countries in which traditional problems of access to natural resources remain, 
and in which issues of environmental pollution have traditionally taken second 
place to demands for economic development. In many countries, indeed, 
problems of resource depletion, desertification and environmental pollution are 
rising while populations are undergoing rapid expansion. In recent years, 
awareness has been growing of the association between economic growth and 
environmental protection, and, in many countries, strategies for sustainable 
development which both preserve the environment and enhance quality of life 
are being implemented. If decision-makers are to take the actions needed to 
prevent irreversible and costly health and environmental damage, they urgently 
need reliable and relevant information on levels of environmental pollution and 
their links with human health. 

In recent years much has been written about indicators, in many different fields 
of policy and management. Much effort has also gone into the construction of 
indicators for policy support, notably in the area of environmental policy. There 
is danger that excessive expectations have been raised in the process. Indicators 
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are not panaceas. They cannot of themselves solve problems. Nor can they 
avoid the need for difficult choices and decisions. But - if well-designed and 
sensibly used they can play an important part in supporting decision-making. 
At the very least, they can give a common currency or language and a means of 
infonnation exchange between the many stakeholders concerned. They can help 
to quantify the situation and emphasise its significance. They can help to 
simplify the infonnation and present it in a fonn directly relevant to the question 
being addressed. They can highlight the trends or the questions involved and 
point to possible responses and solutions. Indicators thus help to lead the 
decision-maker towards the choices available, and to evaluate and compare the 
implications of these choices. Equally, they can provide a means of public 
infonnation, and an opportunity for external scrutiny of decisions and policies. 

Measurement 

Compilation 

Aggregation 

Analysis 

Interpretation 
and use 

\ I 

\ I 

! 
! 

Fig. 2.1 lhe place of indicators in the decision-making chain 
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Indicators therefore have a major role to play in relation to the protection and 
management of environmental health, but if they are to be used both effectively 
and with validity, it is important that they are properly conceived .and 
understood. This Chapter provides an introduction to the application of 
environmental health indicators for decision support. It analyses the concepts 
of environmental health indicators, describes some of the key issues and 
questions involved in their development, and illustrates their use. 

2. BACKGROUND 

The concept of indicators is far from new. The use of indicators has a long 
history, for example, in economics (e.g. indicators such as GDP and the 
unemployment rate), resource management (e.g. indicators of land suitability) 
and ecology (e.g. the use of "indicator species"). In recent years, however, there 
has been a marked growth in interest in the use of indicators in many other 
fields. The use of social indicators (e.g. of deprivation, poverty) is now widely 
accepted, while performance indicators are increasingly being used to monitor 
the activities of industry and the public services. Indicators have also become 
well-established in the fields of both environment and health. 

2.1 Sustainable Development and Agenda 21 

One of the most important stimuli for indicator development in the areas of 
environment and health has been the emergence of sustainable development as 
a guiding principle for policy, and the adoption in 1992 of Agenda 21 at the 
United Nations Conference on Environment and Development (UNCED). 

Sustainable development has been defined as "development that meets the needs 
of the present without compromising the ability of future generations to meet 
their own needs" (World Commission on Environment and Development, 1987). 
As such, sustainable development is both inherently concerned with the link 

between environment and human health and reliant on the provision of good 
information. 

Developments which jeopardise human health whether through pollution or 
resource depletion are clearly not sustainable. Principle 1 of the Rio 
Declaration, for example, clearly stated the case: 

"Human beings are at the centre of concerns for sustainable 
development. They are entitled to a healthy and productive life in 
harmony with nature." (UN, 1993) 
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Chapter 6 of Agenda 21 takes this principle further by emphasising the 
fundamental commitment within sustainable development of "protecting and 
promoting human health". 

Against this background, indicators are clearly needed which describe and 
monitor progress towards sustainability. Chapter 40 of Agenda 21 "Information 
for Decision-making" (UN, 1993), for example, stated that: 

"Indicators of sustainable development need to be developed to 
provide solid bases for decision-making at all levels and to contribute 
to a self-regulating sustainability of integrated environment and 
development systems It. 

Countries and international governmental and non-governmental organizations 
were called upon to develop the concept of indicators of sustainable 
development. The Statistical Office of the United Nations was given a special 
role to support this work and to promote the increasing use of such indicators. 
National programmes for indicator development have thus been set up in many 
countries to support environmental policy and state of environment reporting 
(e.g. Environment Canada, 1991; Adriaanse, 1993). The adoption of Local 
Agenda 21 has similarly encouraged the establishment of sustainability indicators 
by local governments and city authorities (e.g. Local Government Management 
Board, 1994; Sustainable Seattle, 1993). Internationally, organizations such as 
OECD (1993), UNEP/RIVM (1994), the World Resources Institute (1995), the 
World Bank (1994) and the Worldwide Fund for Nature and New Economics 
Foundation (1995) have attempted to construct core sets of indicators to monitor 
global environmental trends. 

2.2 The Development of Environmental Health Indicators 

Major developments in the construction and use of indicators have also occurred 
in the area of environmental health. The initiative for indicator development 
has been taken to some extent by national or local agencies (e.g. Alexander, 
1994). The Scientific Committee on Problems of the Environment (SCOPE) 
also recommended that sustain ability indicators should include measures of 
human impact and exposure (SCOPE, 1995). WHO has taken a leading role 
in developing both the concept and use of environmental health indicators. Ever 
since the WHO Programme for the Promotion of Environmental Health was 
established almost 50 years ago, the development of methods, and practical 
applications of the measurement of environmental health status, have been 
important concerns. The initial priority was to provide information on basic 
issues of drinking water, sanitation and shelter - and even today two of the 
most widely used indicators of environmental health status in a community are 
the percentages of a population that have access to drinking water and sanitation. 
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Since then, the emergence of "environmental epidemiology" (WHO, 1983) has 
helped to focus attention on the more complex linkages between environment 
and health, and has stimulated the need for more sophisticated and scientifically 
validated environmental health indicators. 

1n recent years, therefore, many WHO programmes have become involved in the 
establishment and use of environmental health indicators. Notable examples 
include the global and European Health for All programmes and the Healthy 
Cities programme (WHO, 1992b; 1995). Against this background, the first 
WHO meeting dealing specifically with environmental health indicators was held 
in Dusseldorf in 1992 (WHO, I 993a) and since then a number of consultations 
have been held to develop indicators (WHO, 1993b; I 994b ). Based on these 
initiatives, several national and regional programmes have been established to 
construct environmental health indicators. 

2.3 Definitions 

An environmental health indicator may be defined as: 

An expression of the link between environment and health, targetted 
at an issue of specific policy or management concern and presented 
in a form which facilitates interpretation for effective decision­
making. 

Several aspects of this definition are worthy of emphasis. The first is that an 
environmental health indicator embodies a linkage between the environment and 
health. As such it is more than either an environmental indicator or a health 
indicator. Environmental indicators represent indicators which describe the 
environment without any explicit or direct implications for health. The vast 
majority of environmental indicators so far developed are of this type - for 
example, indicators of atmospheric emissions, surface water quality, designated 
areas or threatened wildlife species. Health indicators are indicators which 
describe the status of, or trends in health without any direct reference to the 
environment. Again, the majority of health indicators so far developed are of 
this type; examples include simple measures of life expectancy, or cause-specific 
mortality rates where no attempt has been made to estimate those health 
outcomes attributable to the environment. 

Given knowledge of the relationship between environmental exposure and health 
effect, however, both environmental indicators and health indicators can be 
converted into environmental health indicators. An environmental health 
indicator is thus a measure which indicates the health outcome due to exposure 
to an environmental hazard. As such, it is based upon the application of a 
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known or postulated environmental-exposure health-effect relationship. In this 
context, two general types of can be distinguished: 

An exposure-based indicator projects forward from some knowledge about 
an environmental hazard to give an estimated measure of risk. Such 
indicators can be conceived as the combination of an environmental 
indicator with a known environment-health relationship. An example 
might be the imputed cases of cholera due to lack of access to safe water 
supplies, or the imputed cases of respiratory disease associated with 
exposure to traffic-related air pollution. 

An effect-based indiclllor projects backwards from the health outcome to 
give an indication of the environmental cause (i.e. the environmentally 
attributable health outcome). Examples in this case might be the 
proportion of the diarrhoea death rate due to water-borne infections, or the 
rate of childhood leukaemias attributable to exposure to environmental 
radiation. 

The importance of this environment-health relationship within the concept of 
environmental health indicators cannot be over-emphasised. It is only through 
knowledge of this link that an environmental indicator or a health indicator can 
be translated into an environmental health indicator. An environmental health 
indicator is thus an environmental indicator or a health indicator plus a known 
environment-health relationship. 

Another important characteristic of an environmental health indicator is its 
relationship with policy or management. Any environmental health indicator 
must have utility. To be useful, it must relate to aspects of environmental health 
which are both of relevance to the decision-maker and amenable to controL 
Equally, it must be expressed in a way which is pertinent to, and understandable 
by, the decision-makers concerned. In many circumstances, this requires that the 
indicator be expressed in terms of the health risk associated with a specific 
environmental hazard. 

An environmental health. indicator is an. enviromnental.· indicator or 
a health indicator plus a known envir()nmentalcexposure health-effect 
relationship. . 
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Source Activities 

Environmental Concentration 

Health Effects 

Fig. 2.2 The environment-health chain: the example of pollution 
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Fig 2.3 DPSEEA: a conceptual framework for the development of 
environmental health indicators 
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3. A CONCEPTUAL FRAMEWORK FOR ENVIRONMENTAL HEALTH 
INDICATORS 

3.1 The Environment-Health Chain 

As the preceding discussion has indicated, the link between environment and 
health operates through the exposure of humans to environmental hazards. 
These hazards may take many forms some are wholly natural in origin; the 
majority derive from human activities and interventions. In all cases, however, 
health effects only arise if humans are exposed often at a specific place and 
time to the hazards which exist. 

The environment-health chain is most clearly seen in the case of exposure to 
pollution (Figure 2.2). Most environmental pollutants are the product of human 
activities. These may be released into the environment in a variety of ways, and 
may then be dispersed and accumulate in different environmental media (e.g. the 
air, water, soil, food). Exposure occurs when humans encounter the 
contaminants within anyone of these media. A range of health effects may then 
occur, from minor sub-clinical effects through illness to death, depending upon 
the intrinsic harmfulness of the pollutant, the severity of exposure and the 
susceptibility of the individuals concerned. The whole process is often driven 
by persistent forces which both motivate the creation of the hazard and increase 
the likelihood of exposure. Thus, popUlation growth, economic development, 
technological change and - behind these social organisation and policies 
may all lie at the root of the problem. Ultimately, it is often to these that action 
needs to be addressed. 

3.2 The DPSEEA Framework 

The environment-health chain illustrated by the example of pollution provides 
a useful organising framework for the development and use of environmental 
health indicators. To make it more generally applicable (e.g. to other forms of 
environmental hazards), and to set it more firmly within a decision-making 
context, it needs to be further conceptualised. 

Over recent years, a number of attempts have been made to devise conceptual 
frameworks for indicator development. Of these, the one which has been most 
widely adopted has been the simple pressure-state-response (PSR) sequence, initially 
applied by OECD as a framework for state-of-the-environment reporting. In many 
ways, however, the PSR sequence has proved too limiting, and it has more recently 
been extended to include recognition of both the "driving forces" responsible for 
pressures on the environment, and of the effects which often precede the policy 
response (e.g. USEPA, 1994). Figure 2.3 further adapts these concepts to provide 
a specific framework - the DPSEEA framework for the development of 
environrnmental health indicators. Examples of indicators based on this structure 
are given in Table 2.1. A more elaborated example which includes "action" 
indicators at each step is given in Table 2.2. 
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Table 2.1 

I Stage 

Driving 
Force 

......... •..... 

Pressure 

Stlite 

E;tjii)iurf 

.jJ 

Effects 

... 

Examples of environmental health indicators within the 
DPSEEA framework 

Pollutant type 

Process 1·.Cnemica( ... Physical MicrobiOlogical 
(e.g. child (e.g. ionising (e.g. water 
lead exposure) radiation) contamination) 

Type of Use of lead as a Shifts to use of Population growth 
develop- petrol additive nuclear energy in areas of poor 
men! or generation sewage treatment 
human 
activities 

Source Consumption of Amount of Amount of 
activity leaded petrol radioactive untreated waste 

material used produced 

Emiss- Tonnes of lead Calculated Amount of 
ions emitted from emissions at untreated effluent 

cars nuclear 
facilities 

Environ- Lead Radiation levels Coliforms in 
mental concentration in air, water, water, food 
levels in air food 

Human Calculated Calculated Estimated 
exposure personal exposures: exposure to 

exposure to workers; contaminated 
lead from all nearby residents food/water 
sources 

Dose Lead in blood Personal Serum analysis 
dosimeters; for hepatitis A 
Urine; and typhoid; 
Faeces faeces for cholera, 

shigella 

Early! Behavioural Chromosomal Diarrhoea, fever, 
sub- disorders; abnormalities nausea 
clinical Reduced IQ in 

children 

Moderate Anaemia; Genetic defects; Cholera, 
!clinical Increase in Leukaemia; hepatitis A, 

blood pressure Cancer typhoid, 
dysentery, 
gastroenteritis 

Advanced Encephalo- Acute radiation Death from 
!perma- pathy; Acute sickness; dehydration 
nent lead poisoning Cancer 
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Table 2.2 Example of Occupational Lead Exposure 

Stage Process Descriptive Indicator Action Indicator 

Driving Type of Industrial/Occupational Technological 
Force development use of lead; innovation affecting 

or human Mining of lead use of lead; 
activities Education about 

hazards of lead 

Pressure Source Specific uses of lead ; Trends in lead use 
activities Tons of lead consumed profile; 

(quantity produced and Trends in quantity of 
recycled) lead used; 

Substitution for lead 

Emissions Contamination of Availability and use 
occupational and para- of control technology 
occupational 
environment 

State Environmental Airborne lead Trends in ambient air 
levels concentrations; and dust monitoring 

Lead dust concentrations 
(work and home) 

Exposure Human Blood lead; Surveillance of blood 
exposure Blood zinc lead and ZPP; 

protoporphyrin (ZPP) Trends in personal air 
Personal air sampling monitoring; 

Education about 
hazards of lead 

Dose Blood lead; Trends in blood lead 
Bone lead (research (e.g. government 
tool) registries) 

Effects Early/ Deranged haem Application of special 
subclinical synthesis; surveys based in the 

Non-specific CNS workplace 
symptoms; 
Abnormal nerve 
conduction velocity 

Moderate/ Abdominal and Routine medical 
clinical constitutional symptoms; surveillance, 

Anaemia; employment-based 
Decreased renal function 

Advanced/ Renal failure; Periodic analyses of 
permanent Peripheral neuropathy; major morbidity and 

Encephalopathy mortality; 
Clinical interventions 
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3.3 Driving Forces 

Within this framework, the driving forces component (D) refers to the factors 
which motivate and push the environmental processes involved. One of the most 
important of these is popUlation growth. Almost inevitably this results in more 
people being exposed to environmental hazards simply by virtue of the increased 
number of people living in the areas concerned. More indirectly, it tends to lead 
to the intensification of human activities within these areas, thereby contributing 
to environmental damage and resource depletion. In some cases, also, it results 
in expansion of human populations into more marginal zones. Here, the inherent 
instability of the environment may mean that the popUlation is especially 
vulnerable to environmental hazards, while the environment in tum is especially 
sensitive to damage. 

A wide range of other important driving forces also exist, including 
technological development, economic development and policy intervention. 
Historically, for example, advances in technology have greatly increased the 
capability of humans to modifY their environment. While these advances have 
often provided for major improvements in human well-being and health in the 
short-term, in the longer term they have frequently resulted in accelerated rates 
of resource depletion and environmental pollution. Economic development -
which itself both fuels and is fuelled by technological development and 
popUlation growth - has similarly contributed to environmental contamination 
and instability by creating increased rates of consumption and attendant problems 
of waste and pollution. 

3.4 Pressures 

The driving forces within the DPSEEA model result in the generation of 
pressures (P) on the environment. These pressures are normally expressed 
through human occupation or exploitation of the environment. Pressures are 
thus generated by all sectors of economic activity, including mining and 
quarrying, energy production, manufacturing, service industries, transport, 
tourism, agriculture and forestry. In each case, pressures arise at all stages in 
the supply chain - from initial resource extraction, through processing and 
distribution, to final consumption and waste release. 

One of the most important components of these pressures in the context of 
human health is clearly the release of pollutants into the environment. These 
releases may occur in a wide variety of ways, and into different environmental 
media. Energy combustion for example in vehicles, manufacturing industry, 
electricity generation and home heating - is one of the most important emission 
processes, especially to the air. Large quantities of pollutants are also emitted 
through other processes, however, such as spillage of chemicals, the deliberate 
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discharge of effluents, dumping of wastes, leakage and seepage from equipment 
or storage sites, leaching of agricultural chemicals, gaseous release of volatile 
materials (e.g. in petrol stations or from landfill sites), wear and tear of 
equipment (e.g. industrial machinery, vehicle tyres and brakes), and respiration 
and excretion by agricultural livestock. Because these activities and processes 
represent the starting point for environmental emissions they also represent the 
most effective point of prevention and control. Once in the environment, 
pollutants may undergo a wide range of secondary transfers. Much 
environmental policy is therefore focused at trying to regulate source activities, 
or to incorporate into them methods of emission control. 

3.5 State 

In response to these pressures, the state of the environment (S) is often 
modified. The changes involved may be complex and far-reaching, affecting 
almost all aspects of the environment and all environmental media. Thus 
changes OC{;ur in the frequency or magnitude of natural hazards (e.g. in flood 
recurrence intervals or in rates of soil erosion); in the availability and quality of 
natural resources (e.g. soil fertility, biodiversity); and in levels of environmental 
pollution (e.g. air quality, water quality). These changes in the state of the 
environment also operate at markedly different geographic scales. Many changes 
are intense and localised, and often concentrated close to the source of pressure 
(e.g. habitat loss, urban air pollution, contamination of local water supplies). 
Many others are more widespread, contributing to regional and global 
environmental change (e.g. desertification, marine pollution, climate change). 
Because of the complex interactions which characterise the environment, almost 
all these changes have far-reaching secondary effects: modifications of one area 
or one component of the environment feeds through to affect others. 

3.6 Exposure 

Environmental hazards, however, only pose risks to human well-being when 
humans are involved. Exposure (E I ) thus refers to the intersection between 
people and the hazards inherent in the environment. Exposure is rarely an 
automatic consequence of the existence of a hazard: it requires that people are 
present both at the place and at the time that the hazard occurs. 

The concept of exposure is best developed in relation to pollution. Exposure to 
pollution can occur in a number of different ways - by inhalation, ingestion or 
dermal absorption and may involve a wide range of different organs. 
External exposure refers to the quantity of the pollutant at the interface between 
the recipient and the environment. It is often measured either using some form 
of personal monitor (e.g. passive sampling tubes for air pollution) or by 
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modelling techniques (e.g. based upon knowledge of concentrations in the 
ambient environment). The amount of any given pollutant that is absorbed is 
often termed the absorbed dose, and may be dependent on the duration and 
intensity of the exposure. Target organ dose refers specifically to the amount 
that reaches the human organ where the relevant effects can occur. 

Recent advances in molecular biology and analytic chemistry facilitate 
development of biomarkers as measures of dose. The aim is to characterize 
absorbed toxins in their most biologically relevant form. After absorption, 
transport, and metabolism, exogenous toxins initiate biological changes. 
Identifying and quantifying the transformed toxin as close as possible to this 
point of initiation enhances accuracy in knowing the true biologically active 
dose. Biomarkers may also be used to characterize the early biological 
alterations, thereby increasing the fit between toxin and response. DNA- and 
protein-adducts have undergone recent intensive study as biomarkers in the study 
of cancer caused by environmental factors. 

3.7 Effects 

Exposure to environmental hazards, in tum, leads to a wide range of health 
effects (E:J. These may vary in type, intensity and magnitude depending upon 
the type of hazard to which people have been exposed, the level of exposure and 
the number of people involved. For convenience, a simple spectrum of effects 
can often be recognised. The earliest, and least intense, effects are sub-clinical, 
merely involving some reduction in function or some loss of well-being. More 
intense effects may take the form of illness or morbidity. Under the most 
extreme conditions, the result is death. 

In this context the concept of sentinel diseases is of particular interest. Some 
diseases are very specific to environmental (or occupational) exposures; for 
example, asbestosis and mesotheliomas as indicators of asbestos exposure, 
silicosis as an indicator of exposure to silica dust, or leukaemia as an indicator 
of exposure to ionizing radiation. In practice, however, there are few diseases 
which can be used as sentinels of environmental exposures. 

The concept of risk analysis is in many cases of greater utility. Given known 
exposures and knowledge of dose-response functions, it is possible to make 
reasonable estimates of the health burden of specific pollutants. The further 
elaboration of risk analysis methods will be an important contribution to the 
development of indicators, by providing inexpensive and rapid estimates of the 
health impact of specific environemtal exposures at the aggregate level. 
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3.8 Actions 

In the face of these effects, society typically attempts to invoke a range of 
actions (A). These may take many forms and be targetted at different points 
within the environment-health chain. In the short term, actions are often 
primarily remedial (e.g. the treatment of affected individuals). In the longer 
term, actions may be protective (e.g. by trying to change individual behaviour 
and lifestyle to prevent exposure). Alternatively, actions may be taken to 
reduce or control the hazards concerned (e.g. by limiting emissions of pollutants 
or introducing measures of flood control). Perhaps the most effective long-term 
actions, however, are those that are preventive in approach - aimed at 
eliminating or reducing the forces which drive the system. 

The most effective long-term actions are those which are preventive 
in approach aimed at eliminating or reducing the forces which 
drive the system. 

4. ISSUES IN INDICATOR CONSTRUCTION AND DESIGN 

4.1 Criteria for Indicator Development 

As the preceding discussion suggests, while indicators are intended to provide 
a simplification of reality, they are themselves far from simple. Unfortunately, 
this underlying complexity has not always been appreciated by those who have 
called for indicator development, and as a result indicators have often been 
considered in relatively fuzzy and ill-defined terms. Often, it seems, there is a 
tendency to confuse indicators with the general issue or theme to which they 
relate. The consequence of this is likely to be the development of poorly 
conceived or inadequate indicators. These pose a double jeopardy. They are 
likely to be a waste of time and effort, and they are likely to misinform, rather 
than inform, the users. 

Good indicators, in contrast, require careful planning and design. They depeI;ld 
upon an understanding of the questions being addressed, of the way in which 
they will be used, and of the way in which the systems involved operate. In 
addition, they need to be very precisely formulated and often need to be tested 
before they can be used. 

Fortunately, in recent years much has been learned about the development and 
use of indicators in a wide range of decision-making areas. On the basis of this 
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experience, a number of criteria have now been established for indicator 
selection and construction (e.g. Kreisel, 1984; UNEP/RIVM, 1994). These can 
be further adapted in relation to environmental health (Table 2.3). Not all these 
criteria can necessarily be achieved in all circumstances; problems of data 
availability, resources and the need for compatibility with previous indicator 
series may mean that some have to be sacrificed. In general, however, it may 
be argued that environmental health indicators should meet the majority of the 
conditions listed in Table 2.3 - and should certainly satisry the first four 
criteria. 

Table 2.3 Criteria for Environmental Health Indicators 

1. be based· on. a known linkage between environment and health 
2. be sensitive to changes in the conditi()ns of interest 
3. be directly related to a specific question of environmental health 

concern 
4. be related to ellvironmentaland/or health conditions which are 

amenable to action 
be cpnsistent and ctimparable overtime and space 

6. be. robust and· unaffected by minor changes in rtl(~thod()logy/scaleused 
for theirconstrtlction. 

7. be unbiasedandr~presentative oithe conditions of concern 
8. be scientifically credible; so that they>cannot be .. easilY challenged in 

terms of their reliabilit}'or va.lidity 
9. be easily understood and applicable bypotentiiH users 

10. be available soon after the event or period to Which it relates (s() that 
policy decisions are not delayed) 

11. be based Oll data which are available at an acceptable cost-benefit 
ratio 

12. . be based on data .ofa known and· acceptable quafity 
13. be selective,so that they help to prioritisekey issues in need of action 
14. be acceptable to the stakeholders 

4.2 Position in the DP5EEA Chain 

One of the most fundamental questions in developing any environmental health 
indicator is clearly at what position within the DPSEEA chain it should be 
targetted. In terms of environmental epidemioplogy, the links within this chain 
which have often generated most attention are those between exposure and 
effect. In terms of health policy and management, however, it is often the 
earlier steps in the chain which are of most interest. Many environmental health 
problems ultimately derive from relatively remote causal forces and events. 
Immediate sources of exposure thus represent little more than symptoms of the 
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problem. Desertification, for example, is often a consequence of deeper-seated 
social and economic causes. Pollution, equally, is often a symptom of 
inadequacies in industrial technology and policy controls. If the aim is to 
identify the underlying cause of the problem, and to take effective action at 
source, it is therefore essential to have indicators which allow the effects on 
health to be traced back to their underlying sources and causes. 

Indicators from higher up the DPSEEA chain also tend to provide a better early 
warning both of impending environmental problems and of the effects of 
intervention. Detectable changes in the state of the environment and in human 
health, for example, typically lag some way behind changes in source activity 
or emissions - in the case of some effects, such as cancers, often by many 
years. Most preventive action, similarly, occurs at or close to the source of the 
hazard (e.g. by controlling emissions at source or through hazard management). 
The consequences of these interventions are likely to be shown by pressure 
indicators before they are seen in changes in either state or effect indicators. 

A further reason for relying on indicators from higher up the DPSEEA chain is 
the practical one of data availability. Typically, data become more difficult to 
acquire as one passes down the chain. Thus, while there are normally abundant 
data on social and economic conditions and trends, much less is known about the 
actual pressures on the environment, less still about environmental conditions 
and almost nothing about actual exposures. As a consequence, proxy indicators 
of exposure commonly have to be used, derived from higher up the DPSEEA 
chain. 

The use of indicators from higher up the exposure chain - whether in their own 
right or as proxies - is not without its dangers. As noted earlier, to be 
effective any environmental health indicator must be based on a clear and firm 
relationship between the environmental hazard and the health effect. 
Unfortunately, the further removed the indicator is from the health effect, the 
weaker this link is liable to be, for the DPSEEA cycle is an imperfect one. 
Each link in the chain is itself dynamic and uncertain; each step is subject to a 
wide range of influences and controls. The extent to which the driving forces 
are translated into active pressures on the environment, for example, depends 
upon the policy context, social attitudes and the pre-existing economic 
infrastructure of the area concerned. Whether these pressures cause detectable 
changes in the environment depends upon the ability of the environment to 
absorb and damp down the changes involved. Whether the environmental 
hazards, in tum, lead to health effects is determined by all the factors that 
control exposure and human susceptibility to its effects. It depends, therefore, 
on the form, duration, intensity and timing of exposure; on the social, economic 
and prior health status of the individuals concerned; on the quality and 
accessibility of the health system. Equally, of course, there is no certainty that 
action will be taken in response to the existence of environmental health 
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problems. This depends not only on adequate recognition of the problems 
concerned, but also on political will, economic and technological capability and 
public acceptance of the actions involved. As a consequence, indicators from 
higher up the chain must invariably be used and interpreted with care. 

4.3 Specific Versus Composite Indicators 

Indicators represent an attempt to simplify the complexity of reality into an 
easily interpretable measure. In order to describe reality, however, a large 
number of different indicators may potentially be needed - relating, for 
example, to the many different hazards and health outcomes of interest. In using 
specific indicators of this type, therefore, there is the possibility that decision­
makers will be confronted with a bewildering range of information, much of it 
apparently contradictory in the message it gives. 

Because of this problem, there have been many attempts in recent years to 
develop more synoptic or composite indicators that condense a wide range of 
information on different (but related) phenomena into a single measure or index. 
An oft-quoted example of this is the Retail Prices Index, which is used to show 
trends in inflation based upon a "basket" of goods. A composite indicator of 
human development has similarly been developed by UNDP (1990). Other 
examples are the various indicators of deprivation which have been widely used 
in social sciences and epidemiology (e.g. Carstairs and Morris, 1991; Jarman, 
1984; Townsend, 1987), and the composite indicators of environmental quality 
developed by Inhaber (1976) and Hope et aL (1991). Composite indicators of 
this type are already used, also, in measuring land suitability (e.g. FAO, 1976). 
Similarly, many countries use composite indicators of stream water quality, as 
well as air quality indices. 

A corresponding case can be made for the development and use of composite 
environmental health indicators. Because of the need for an explicit linkage 
with health, it is unlikely that the sorts of general indicator of overall 
environmental quality which have so far been proposed are of much utility. On 
the other hand, it may be useful in some cases to construct compound indicators 
either of total exposure to a specific hazard (i.e. covering all media and exposure 
pathways) or of groups of hazards. Thus, instead of producing separate 
indicators for exposure to each air pollutant, it might be possible to derive a 
composite indicator of exposure, including all air pollutants of interest. 
Ostensibly, indicators of this type have a number of benefits. By reducing the 
volume of information, for example, they facilitate the decision-maker's task. 
Equally, by taking account of the various pollutants to which people may be 
simultaneously exposed, they offer scope to allow for additive and synergistic 
effects. 
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Nevertheless, composite indicators also have many dangers and disadvantages. 
One problem is that such indicators require more data; the indicator is thus more 
than ever susceptible to gaps or weaknesses in data availability. More 
importantly, the results of the indicator depend to a great extent upon how it is 
constructed, what variables are used and how these are weighted and combined. 
Where the different components of the indicator are measured in the same units, 
it is theoretically feasible to combine them by simple addition or averaging. For 
example, the total pollutant concentration in the air can be calculated by 
summing the concentrations (in parts per million or microgrammes per cubic 
metre) of all the pollutant species of interest. Such a process does not 
necessarily make sense, however, since it assumes that all pollutants are of equal 
importance. In some cases, composite indicators also need to be constructed 
from individual components which are measured on different scales, so that 
simple arithmetic manipUlation is not feasible. In these circumstances, the 
indicators need to be compiled on the basis of a suitable model. 

Commonly, this involves some form of weighted aggregation. Where the 
indicator is intended to provide an index of health risk, these weights might be 
chosen to reflect the known harmfulness of each hazard (e.g. toxicity of each 
pollutant), though even this is problematic since the different pollutants may 
have different health effects. Complex interactions may also occur between the 
various pollutants, so that the overall effect on health cannot simply be 
conceived as the sum of the various parts. 

Another widely used approach is based on the principle of limiting factors. This 
assumes that the condition of interest is defined by the state of the worst (or 
least optimal) factor. For example the indicator, "percentage of people with 
access to safe drinking water", assumes that all pollutants of potential health 
concern are below specified limits; exceedance of these limits by anyone 
pollutant would render the water 'unsafe'. Equally, we might conceive an 
indicator such as "number of days of clean air" to give a general measure of 
levels of urban air pollution. Again, if any of the pollutants of concern 
exceeded recommended limits, the air would be classified as not clean. 

The choice of model for compiling composite indicators of this type is clearly 
crucial. Unless an accepted model exists by which to convert the various 
components to a common measurement scale (e.g. to comparable measures of 
risk), the construction of such indicators is clearly 'likely to be somewhat 
arbitrary and open to challenge. It may also be difficult to test or verify 
composite indicators, since they do not relate to specific, measurable conditions. 
For the same reasons, it is difficult to establish clear standards and guidelines for 
composite indicators of this type, and interpretation of composite indicators can 
consequently be problematic. 
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4.4 Steps in Indicator Development 

The development of reliable and effective environmental health indicators is not 
a trivial task. Indicators must be matched to their purpose: they must address 
the problem of concern, at the appropriate point in the environment-health chain, 
and at appropriate geographical and temporal scales and resolution. Both the 
data and the computational methods and models needed to construct them must 
be available. They must be expressed and presented in an easily understandable 
and usable form. Moreover, if the results of indicators are to be more widely 
applicable, if the indicators themselves are to be accepted by the many 
stakeholders concerned (e.g. scientists, politicians, the public), and if we are to 
learn from our collective experience in developing and using indicators, it is 
important that all these issues of design are carefully documented and open to 
scrutiny. 

A large number of questions therefore have to be faced in designing and using 
indicators. The details of these questions vary depending upon the particular 
character of the indicator and its intended use. Figure 2.4 summarises the 
sequence of steps commonly involved. As this indicates, the main steps are as 
follows: 

1. Specification of the problem to be addressed (I.e. the use of the indicator) 
and the user(s) concerned. The purpose might be defined in various ways, 
depending upon the interests of the user: for example, in terms of a specific 
environmental hazard (e.g. ionising radiation), a specific health outcome 
(e.g. childhood leukaemia), a specific policy or action (e.g. food hygiene 
legislation) or an underlying driving force (e.g. population growth). 

2. Specification of the environment-health relationship on which the indicator 
will be based. This is essential if a valid environmental health indicator is 
to be identified. This relationship may be expressed in more or less 
quantitative terms (e.g. as an explicit exposure-response relationship) or as 
a general tendency (e.g. poor sanitation leading to higher rates of 
infection). 

3. Specification of the point in the DPSEEA framework at which the indicator 
will be targetted. This will depend upon the particular interest and 
responsibilities of the user, but will also be influenced by the availability 
of relevant data and computational methods. 

4. Specification of the parameter on which the indicator will be based - i.e. 
the particular measure of environment or health which will be used (e.g. 
atmospheric N02 concentration, cough and wheeze; or water quantity and 
infant diarrhoeal disease). 
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Fig. 2.4 Steps in the construction of environmental health indicators 
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5. Specification of the statistical form of the indicator. This step involves a 
number of considerations. Indicators can be presented in a variety of 
statistical forms: e.g. as simple frequencies or magnitudes (e.g. number of 
deaths), as rates (e.g. emission rates, mortality rates), as ratios (e.g. pollution 
level relative to the WHO guideline level, standardised mortality ratio), as 
measures of rate change (e.g. rate of population growth, rate of reduction in air 
pollution level), or in various more complex forms. The form chosen should 
reflect the purpose of the indicator. 

6. Specification of the denominators and levels of aggregation required for the 
indicator (e.g. the level of geographic aggreggation, denominator population, 
averaging period). 

7. Specification of the baseline or reference data against which the indicator will 
be standardised. This will need to reflect the statistical form of the indicator 
and the level of geographic aggregation, etc. 

8. Specification of the form in which the indicator wiII be presented (e.g. 
graphically, as a map, as a simple statistic). 

9. Specification of the data needs and models or methods required to compute the 
indicator. 

10. Assessment of data availability and quality in the light of the foregoing 
specifications. At this stage, if relevant data are unavailable, it may be 
necessary to reconsider the indicator design (e.g. by choosing a proxy or by 
using a different level of aggregation). 

11. Computation and testing of the indicator in a pilot area. This is a crucial step 
in order to determine whether the indicator is sensitive to the variations in the 
conditions of interest, whether the computational methods are sufficiently 
robust and the data adequate, and whether the results of the indicator are 
interpretable. 

For the sake of clarity, these are presented here as a simple sequence. In reality, 
however, they are normally interactive and reiterative in form. Many of the 
questions of indicator design are inter-dependent, and need to be considered 
simultaneously. Many aspects of indicator design ultimately have to be amended in 
response to practical issues such as data availability. Until the indicator has been 
tested and used, it may not be certain that it operates effectively. 
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4.5 Quality Control 

In that environmental health indicators contribute directly to decisions about human 
welfare and health, they inevitably carry a heavy burden of responsibility. Far­
reaching and costly consequences can flow from their use. The validity of 
environmental health indicators is therefore of paramount concern. As the criteria 
in Table 2.3 emphasize, indicators must not only be scientifically credible and 
unbiased, but be based on accepted principles and open to scrutiny. The 
construction and use of environmental health indicators thus needs to include 
provisions for validation and quality control. These need to consider not only the 
way in which the indicator is designed but also the data, methods and models used 
in its application. 

The issue of data quality is especially crucial in this respect, for many of the data 
used in constructing environmental health indicators are inherently unreliable. In the 
case of health data, for example, major problems typically include gaps and 
duplicates caused by errors in reporting, mistakes or inadequacies in georeferencing, 
differences in notification and referral procedures, discrepancies in diagnosis, 
misclassification of outcomes and sampling biases. Many of these problems are 
especially severe in relation to morbidity data, although where disease registers exist 
(e.g. cancer registers) or formal notification procedures apply (e.g. for many 
communicable diseases), data quality is often better. 

In the case of environmental data, the problems are often even more serious. Most 
environmental data are derived from surveys or monitoring networks which provide 
data for only a small sample of points. Biases in sampling design therefore limit the 
representativeness of many of the data. Differences in sampling regime, 
measurement methods, classification procedures, reporting procedures and in the 
definition of the phenomena being measured all contribute further to uncertainties in 
the data. Many environmental data thus contain a major potential for error, and 
marked discrepancies may occur between data from different sources, making 
comparisons between different areas or studies difficult. Unfortunately, these errors 
are not always documented or immediately apparent, with the result that many users 
tend to treat environmental data as if they were error free (Briggs, 1995b). 

Against this background, there is a clear need to treat indicators with care. Ideally, 
the data sources used need to be checked (e.g. by examining the genealogy of the 
data and by cross-validating the data against independent sources). As far as 
possible, the indicators themselves should also be tested for inconsistencies. Trends 
and geographic distributions should be carefully inspected to identify significant 
discontinuities, and these should be investigated to ensure that they are not artefacts 
of the data sources or methods used. Comparisons should be made between 
indicators to check for unexpected departures from established relationships. The 
definition of indicators should be checked to ensure comparability. Where feasible, 
margins of error should be assessed so that the true patterns or trends can be 
separated from ''noise'' due to uncertainty in the indicators. The defmitions, methods 
and data sources used in constructing environmental health indicators should always 
be fully documented, in order to facilitate these quality checks. 
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4.6 Indicator Reporting 

The way in which indicators are reported may have significant consequences for 
decision-making. An indicator can be measured as a point in time and reported 
as such or it can be measured at several points in time and reported as "change" 
over the time period. For example, the infonnation provided by an indicator of 
health status differs if the health indicator is presented as the number of persons 
with the health outcome of interest, the proportion of the population with this 
health outcome or the annual change in that proportion. Similarly, for an 
environmental indicator such as desertification, a very different infonnation is 
provided if desertification is described as the proportion of the area of a country 
that is classified as a desert, or the annual change in that proportion. 

In the health field, available epidemiological tools provide a number of options 
for reporting on indicators. The occurrence of ill health (or good health) in a 
population is reported as either the number of existing cases of a disease 
(prevalence) or as the number of new cases of the disease occurring in a set time 
period (incidence). As the number of cases depends on the size of the 
population studied, prevalence and incidence are mostly reported as rates (e.g. 
number of cases per 1000 population). Moreover, these measurements can be 
reported as "change" when a comparison rate (expected "background" rate or the 
rate at some earlier time) is available. 

5. TOWARDS A CORE SET OF ENVIRONMENTAL 
HEALTH INDICATORS 

In recent years, considerable effort has been devoted to developing core sets of 
environmental and sustainability indicators for policy support. It might therefore 
be expected that similar core sets of environmental health indicators could 
usefully be constructed. Establishment of a core set of indicators would 
certainly offer a number of advantages. They could save time and resources, by 
avoiding duplication of effort in researching and developing new indicators. 
They could provide a basis for comparison between different areas and over 
time. They could help to establish standards for indicator development which 
would improve the general quality of infonnation available to the decision­
maker. 

In practice, the construction of a core set of environmental health indicators is 
a much more difficult task than may be supposed. By definition, indicators 
need to be use-specific, so indicators developed for one application cannot 
readily be translated to another. Indicators therefore tend to be driven by prior 
concern about a problem. In some areas of application such as the 
environment and economy - a broad consensus often exists about what these 
key problems are. Core sets of indicators can thus be developed on this basis. 
In the area of environmental health, however, this consensus is less well 
established, and many of the problems may be relatively local in their extent. 
The defmition of core environmental health indicators is therefore more difficult. 
For these reasons, no attempt here is made to present fonnal lists of core 
indicators. Instead, as an example, a "matrix" of environmental health indicators 
is given in Table 2.4, which could serve as a model for specific indicator 
development. 
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6. CONCLUSIONS 

Population growth, technological and economic development, changing lifestyles 
and social attitudes, natural processes of change in the physical environment and 
the long-term impacts of past human interventions are all contributing to 
increasing problems of environmental health. To address these problems 
effectively, decision-makers require better information. This information needs 
to be reliable, consistent, targetted at the issues of real concern, available 
quickly, and available in an understandable and usable form. 

Environmental health indicators provide one means of providing this 
information. To be effective, however, they need to be carefully designed and 
subject to rigorous quality control. In recent years, much progress has been 
made in developing indicators in a wide range of fields and for many different 
applications, much of it driven by the Earth Summit of 1992 and the adoption 
of Agenda 21. Progress on developing environmmental health indicators, 
however, has so far been slower, partly due to lack of consensus about the key 
issues which need to be addressed. Usable environmental health indicators also 
depend upon the existence of known and definable links between environment 
and health. Difficulties in establishing these relationships - due, for example, 
to the complexity of confounding effects and the problems of acquiring reliable 
exposure data - inhibit the practical utility of many potential indicators and 
make it difficult to establish core indicator sets. It is also important to 
appreciate that environmental health indicators are not panaceas. Indicators are 
only as good as the understanding which was used in developing them, and the 
models and data on which they are based. 

Environmental health indicators consequently have limits, but if used within 
these limits, and with awareness of the limits, they can still make a major 
contribution to improved management and protection of public health. Well­
designed and well-constructed indicators provide the capability to define more 
clearly the environmental health issues which need to be addressed, to prioritise 
these issues, to identifY where action can best be taken, to compare the potential 
cost-effectiveness of different actions and strategies, to assess the effects of past 
or current action, to define the remaining research needs, and to inform the 
various stakeholders involved. The development and use of purpose-designed 
indicators to meet specific needs therefore remains a priority. 
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Exposure Assessment 

T. Nurminen a, M. Nurminena , C. CorvalO.n b , & D. Briggs C 

1. INTRODUCTION 

The goal of environmental epidemiology is to understand the health effects of 
environmental factors that are outside the immediate control of the individual 
(Rothman, 1993). As such, it encompasses the processes and effects of 
exposures to physical and chemical pollutants not only in the open environment, 
but also in occupational environments, together with the study of the spread of 
infectious agents through environmental media such as the air, water and food. 
Moreover, psychosocial factors and the public's perception of environmental 
health risks are increasingly important in environmental epidemiology. 

Typically, the exposures that are beyond individual control affect many people 
simultaneously. Measurement of individual exposures is thus difficult and 
costly. As a result, environmental epidemiological investigations often have to 
rely on the use of existing data, and to analyse these at the aggregate rather than 
individual leveL It is also important to appreciate that epidemiologic studies 
require more than data on exposure and health. Equally important are data on 
other known or possible risk factors which may confound relationships with the 
health outcomes of interest. Environmental exposures often have small effects 
that may be masked or distorted by the effects of confounding. Observed health 
effects of air pollution, for example, may be confounded by risk factors such as 
smoking or occupational exposures. Socio-economic factors act as confounders 
for many environmental health effects. Moreover, the assessment of effect 
modification (I.e. the change of the strength of the association between exposure 
and health outcome according to some other factor) is important for generalizing 
observed exposure-effect relationships to other populations. These issues are 
dealt with in Chapter 4. In environmental epidemiology, problems connected 
with inference based on grouped data call for further methodological work. For 
example, by obtaining individual-level data on the exposure and certain 
covariates in samples of selected groups, it might be possible to determine the 
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limits of ecologic bias in estimating the health effects (Morgenstern and Thomas, 
1993; Prentice and Thomas, 1993). The problems of ecologic studies are 
discussed in Chapter 5. 

2. EXPOSURE PATTERNS AND PROCESSES 

The assessment of exposure is clearly fundamental to environmental 
epidemiology, and methods of exposure assessment have consequently been the 
focus for much attention in the literature (e.g., ACGIH, 1989; AIHA, 1988; 
CEN, 1991; 1992; HSE, 1990; 1991; Hawkins et ai., 1992; ISO, 1992; 
Rappaport and Smith, 1991). As discussed in Chapter 1, however, 
environmental exposures can occur in many different ways. Exposure may take 
place as a result of inhalation, ingestion or dermal absorption to pollutants which 
have been carried or stored in the air, water, food, biota (vegetation and animals) 
and soil. In many cases, exposure may occur simultaneously from many sources 
and through multiple routes. Pathways of exposure to lead, for example, include 
air pollution from traffic and industrial emissions, drinking water, food, tobacco 
smoking, dusts, paints and other industrially produced commodities and soil 
(IARC, 1982). Valid exposure assessment therefore typically requires detailed 
knowledge about the geographical distribution of the pollutants of concern, the 
temporal variations in pollution levels, and the processes of exposure. 

2.1 Geographical Variations 

The geography of environmental contamination is complex. Different pollutants 
may be derived from a wide range of different sources, including localised point 
sources (e.g. industrial chimneys), line sources (e.g. roads) and diffuse sources 
(such as agricultural activities). Release from any of these sources may also 
occur either through controlled pathways (e.g. from a stack or discharge pipe) 
or as fugitive emissions, which leak inadvertently into the environment. Once 
in the environment, they may be transferred by many different processes and 
pathways. On the way, they undergo a great variety of changes as the result of 
dilution, deposition, chemical reactions and physical decomposition. Rates of 
these processes depend upon the pollutant species and the environmental medium 
concerned. As a result, patterns of pollution differ markedly in their magnitude 
and extent. Some pollutants may be widely and relatively uniformly distributed, 
due either to the ubiquitous distribution of their source activities, or the effects 
of long-distance transport. Other pollutants show more localised patterns, 
reflecting the localised distribution of emission sources and the limited extent of 
transport. Atmospheric pollutants emitted primarily from tall stacks (e.g. 
sulphur dioxide from power stations and other major combustion plants), for 
example, may be widely dispersed. Nitrogen dioxide, which is derived primarily 
from low-level traffic sources, often shows marked variations even within an 
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individual street. Nitrate and phosphorus pollution of surface waters is 
extremely extensive. Organic pollution of drinking water, in contrast, commonly 
occurs at the level of a neighbourhood or household. Food contamination can 
be specific to a particular product and affect all population groups consuming 
the product, or it can be specific to a household or neighbourhood where food 
storage hygiene is locally inadequate. Exposure to electromagnetic fields can 
vary strikingly over short distances. 

2.2 Temporal Variations 

Temporal variations in pollution levels are equally important. Pollution levels 
typically show a number of different trends at different temporal scales. In 
many cases long-term trends exist, reflecting underlying changes in the rates of 
emission (e.g. as a result of technological or economic changes or due to policy 
intervention). Superimposed upon these there may be annual variations, 
reflecting year-to-year differences in climate or source activity. Many pollutants 
also show marked seasonal, weekly and diumal patterns, due to cycles of activity 
and short-term climatic and other effects. Major, short-term pollution episodes 
may also occur as a result of sudden, accidental releases. Measurements of 
exposure will therefore vary according to both when sampling is carried out and 
the duration of individual measurements (the averaging time). There are also 
many different ways of expressing the exposure level - e.g. as the average, peak, 
percentile (95% and 98% are often used), frequency of exceedance of a specified 
level, or cumulative duration of exceedance. The time scale of interest and the 
specific indicator to be used will depend on the health outcome one wishes to 
study and existing aetiological knowledge about the exposure-effect process. 

In order to model past or future concentrations, or to isolate the effects of 
specific pollution episodes, it may be necessary to unravel the effects of these 
different components of temporal variation. This is often extremely complex, 
for the different cycles are not easily identifiable and are often masked by 
considerable random variation in pollution levels. Time series analysis is often 
used for this purpose, but even this must be used with care since it involves a 
number of assumptions and decisions on the part of the user which may 
significantly affect the results. 

2.3 Measurement Issues 

Variations in individual absorption or metabolism of pollutants are also complex. 
Exposure assessment and dose estimation thus pose difficult problems for those 
investigating the health effects of environmental agents. As noted in Chapter 1, 
the term exposure refers both to the concentration of an agent at the boundary 
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between an individual and the environment and to the duration of contact 
between the two. Dose, in contrast, refers to the amount actually deposited or 
absorbed in the body over a given time period (Hatch and Thomas, 1993). 
Internal dose is the ideal measure from the scientific standpoint, but limits and 
standards set by health and safety legislation usually relate to external exposures. 
Occupational exposure to lead, for example, is regulated and monitored on the 
basis of blood lead levels in workers. Blood lead, however, is inadequate either 
for monitoring organic lead compounds or as an indicator of amounts of lead in 
target tissues and temporal variations of exposure levels (Kazantzis, 1988). 
While there is undoubtedly a need to improve externally derived measures of 
exposure, efforts are also needed to estimate internal dose using methods such 
as empirical dosimetric modelling, pharmacokinetic modelling and biologic 
markers (Hatch and Thomas, 1993). 

The long lag time likely to occur between exposure and presumed health effect in 
many cases further exacerbates the difficulties of exposure assessment (Rothman, 
1993). In these circumstances there is a need to link data on present-day health 
outcomes to data on past exposures. Estimation of past exposures, however, is often 
exceedingly difficult. Where good historical records are available, it may be possible 
to make generalised estimates of exposures, and examination of past patterns of 
pollution can provide a basis for modelling (Hatch and Thomas, 1993). 
Nevertheless, suitable historical data on exposures are often lacking. Changes in 
pollution levels, place of residence and lifestyle may also mean that it is not realistic 
to extrapolate back from recent data. For unrecorded and imperceptible exposures 
-- such as electromagnetic fields, especially retrospective evaluation can therefore 
be only approximate at best. 

2.4 Pollutant Combinations 

People are often exposed to different pollutants simultaneously. To isolate the effect 
of one requires that the others have been controlled for in the analysis. Exposure 
to these may occur at different locations (e.g. in the workplace and/or at home) and 
at different times. Thus, it may be necessary to establish different sampling regimes 
or to use different sources of information to obtain exposure estimates. 

The full range of fuctors which may need to be examined in any particular study is 
therefore potentially large. It may include many different environmental pollutants 
(including hazardous chemicals, radioactivity, dusts and particulates), from many 
different anthropogenic sources (including energy production, industry, pesticide use, 
transportation etc) and natural sources (e.g. geological release of radon), released 
either continuously or sporadically, and either under controlled conditions (Le. 
deliberate discharges) or accidentally. Data on these pollutants may need to be 
obtained either from monitoring sites within or around the study area, or through the 
use of modelling techniques. In the latter case, additional data may be needed on 
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levels of source activity (e.g. traffic density, industrial production), emission rates, 
meteorology and other factors which affect dispersion processes (e.g. topography). 
Different data sources, sampling regimes and analytical procedures may be needed 
for the different pollutants and sources involved. 

Poor exposure data jeopardize the validity • of linkage analysis. 

3. SOURCES OF EXPOSURE DATA 

3.1 Exposure Sampling Strategies 

Information on geographical variations in pollution levels may be derived from 
a number of sources. Often the most useful are the results of monitoring 
exercises. Almost all countries now run routine monitoring networks for a wide 
range of pollutants, and networks in many countries are being extended. New 
sampling and analytical technologies are being developed, including the use of 
automatic samplers and remote sensing. The development of low-cost sampling 
devices (e.g. passive samplers) for an increasingly wide range of pollutants is 
also facilitating the use of purpose-designed surveys. Gradually, improved 
awareness about the spatial and temporal variations in pollution is contributing 
to improved sample designs, so that monitoring is being undertaken more 
effectively - for example, by sampling the micro environment where exposure 
principally occurs - including indoor environments (e.g., bedrooms and living 
rooms in the assessment of radon and electric and magnetic fields). The use of 
total exposure monitoring - in which all potentially relevant micro 
environments are sampled also offers opportunities to improve exposure 
estimates (Hatch and Thomas, 1993). In addition, personal exposure monitoring 
is being incorporated to some extent into environmental health assessment. 
Questions that form the basis of any sampling strategy include: what to measure; 
how to sample; whose exposure should be measured; where to collect the 
sample; when to measure; how long to sample for; and how many measurements 
or readings to take (Gardiner, 1995). 

Nevertheless, in many cases, it is not possible to obtain information directly on 
pollution levels for the locations or areas of interest. In these cases, models may 
have to be used to estimate exposures. Several approaches are available. Where 
suitable data exist, it may be possible to estimate pollution levels by 
interpolating data from nearby monitoring sites. With the development of 
geographical information systems (GIS), a wide range of interpolation and 
mapping methods have become available. This approach is normally only 
feasible, however, where the distances involved are relatively small and the 
spatial variation in pollution levels limited. Alternatively, it may be possible to 
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estimate concentrations in the areas of interest by using dispersion models. 
Again, a wide rnnge of models have been developed over recent years, but their 
applicability is often limited by their relatively stringent data demands; most air 
pollution models, for example, require detailed data on emission sources and 
rates and meteorological conditions. Where neither of these methods are 
possible, it may be appropriate to use more empirical methods. Multiple 
regression techniques, for example, may be used to construct predictive 
equations based upon environmental factors thought to determine pollution 
levels. 

Obtaining reliable estimates of exposure at the individual or group scale is 
nevertheless extremely difficult, especially where routinely collected data are 
being used and variations in concentration are localised. In these cases, the 
measurement stations may not be representative of the environment in which 
exposure occurs. Within a geographically defined population, considerable 
variations in exposure may also occur, reflecting local variations in pollution 
level and individual behavioural patterns. The application of a single exposure 
score to the entire group, based for example on results from monitoring stations, 
is therefore likely to be erroneous and must always be undertaken with care. 

3.2 Routinely Collected Environment Data 

Routine environmental monitoring provides one of the most important sources 
of exposure data. Most countries now undertake routine monitoring, and a 
number of international monitoring networks also operate (e.g. GEMS, the 
Global Environment Monitoring System). The advantages of routinely collected 
data are that they are likely to be relatively easily accessible (often through 
government departments) and widely available, to follow approved methods and 
to be available for a relatively long period of time. Nevertheless, routine data 
may not be optimal for exposure assessment and linkage with health data. 
Problems may include the relevance of the monitoring with regard to the 
population and the environmental health problems encountered, the frequency of 
the measurements, the spatial representativeness of the monitoring sites and the 
geographic and temporal completeness of the data. For example: 

environmental data may be collected in areas which do not correspond to 
where the main exposures occur, or to where people live; 

exposure data relevant to some important environmental health problems 
may not be collected; 

data may be collected on a weekly or monthly basis, when more frequent 
data would be preferable, or data may be recorded on a more frequent basis 
but only summary data made available; and 
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data may be collected for certain periods of the year (e.g. when exposures 
are assumed to be higher), but the excluded data would be relevant for 
comparison purposes. 

Clearly, not all the data required can be obtained from government departments. 
Therefore additional information will often have to be sought, for example from 
industry or private research establishments. Typical examples of the data which 
may be available from these sources include information on the types of 
pollution and waste treatment and control equipment, details of the 
manufacturing processes, raw materials usage, sales and data on emission rates. 
Difficulties with these data sources may include the confidentiality of the data, 
costs of data acquisition (there is an increasing tendency by many organisations 
to charge commercial rates for data), and lack of comparability. 

3.3 Ad Hoc Data Sources 

Further data may be obtained in some cases from results of previous, ad hoc 
surveys. These are often conducted as part of research investigations or as pilots 
for longer-term monitoring exercises. Large numbers of these studies have been 
carried out, especially in more developed countries. Commonly, they cover a 
restricted geographic area, but within these areas they often involve extremely 
detailed investigations. For this reason, they can be a rich source of 
environmental data. Problems may occur, however, in gaining access to results 
from ad hoc studies, for they may not be widely reported, and contacts with data 
holders may not be easy to arrange. Typically, also, they will not have been 
carried out specifically to investigate links between environment and health, so 
the survey design may not be optimal for such applications. In addition, the fact 
that the data are not routinely maintained means that they quickly become out 
of date. Problems of comparability may also occur, where there is a need to 
combine the data with results from other sources. 

3.4 Purpose-Designed Surveys 

In many instances, therefore, purpose-designed surveys would seem to provide 
the ideal source of data. These have the major advantage that they can be 
designed specifically to meet the needs of the study, so that the sampling 
framework, choice of exposure indicators and analytical techniques can all be 
optimised. In practice, however, they have two major drawbacks: they are likely 
to be costly and time-consuming. In optimising the survey design to meet the 
immediate needs of the study, comparability with other data sources may also 
be sacrificed. Furthermore, the short-term nature of most surveys of this type 
means that their results may rapidly become redundant. For these reasons, 
purpose-designed surveys should normally be undertaken only as a last resort -
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when suitable data are not available from other, existing sources. In these 
circumstances, use of rapid survey techniques and low-cost sampling devices 
may help to minimise costs and time-delays (WHO, 1982). 

3.5 Finding Environmental Data 

The fact that environmental data are often collected not by official agencies but 
by private organisations and research groups means that searching for data can 
be a lengthy and frustrating task. This is especially so where data directories or 
metadatabases, listing available data sources, do not already exist. Even where 
directories are available, they may not be sufficiently informative, since they do 
not necessarily record details of data characteristics, such as the method of 
georeferencing, spatial resolution and averaging time, all of which may be 
crucial in determining the utility of the data for environment-health linkage 
studies. In the absence of such directories, data availability can often only be 
established through direct contacts with potential data holders and by careful 
literature searches. 

4. ENVIRONMENTAL DATA QUALITY 

4.1 Problems in Environmental Data 

The complexity of the environment, the high costs of monitoring, and the 
technical limitations of many environmental monitoring techniques, mean that 
environmental data are subject to severe problems of quality. Major problems 
typically include: 

1. gaps in data coverage and completeness due for example to: 

equipment failure 
detection limits (e.g. use of equipment which is unable to detect low 
concentrations of pollutants) 
failure to report or analyse data 
gaps in the sampling network 
cessation of sampling programmes 
disruptions such as war, strikes or storms 

2. lack of data comparability, due for example to: 

changes in measurement techniques 
changes in sampling design 
changes in analytical, classification or reporting methods 
changes in the parameters measured 
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administrative changes (e.g. in the administrative units for which data 
are collected) 

3. bias and error, due for example to: 

non-representativeness in the sample design 
measurement error (e.g. poor detection) 
analytical or modelling error 
reporting or transcribing error 
aggregation error (e.g. rounding). 

The effect of all these factors is to introduce considerable uncertainty into many 
environmental data sets (Briggs, 1995). In the case of atmospheric emissions, 
for example, it has been suggested that current techniques may have potential 
errors ranging from about 10% for S02 to 100% or more for volatile organic 
compounds, due primarily to uncertainties in the emission factors and source 
activity data used. Moreover, changes in the emission factors used mean that 
emissions data are often recalculated. In the UK, for example, there was a 40% 
change in the estimates of annual N02 emissions between 1983 and 1992, due 
to adjustments in methodology. 

As noted previously, national air pollution networks are often too sparse to 
detect local variations in pollution concentrations. Similarly, many national 
monitoring networks for stream-water quality collect samples on only a few 
occasions each year, so they give only poor estimates of the armual pollution 
level and provide little or no data on short-term variations. Estimates of waste 
generation and collection are typically based on only the most limited 
monitoring and in any case face severe problems of how to classify and quantify 
waste materials. As a result, estimates may have margins of error considerably 
in excess of 100% (Briggs, 1995). For all these reasons, environmental data 
must be treated with considerable caution. 

4.2 Quality Control 

In the light of all the problems inherent in environmental data sources, quality 
control is of the utmost importance. Poor quality exposure data can totally 
undermine attempts to analyse linkages between environment and health. It is 
therefore vital to have good knowledge of the data collection procedures, so that 
the reliability of the data can be assessed (and, if necessary improved). This is 
particularly important where data were originally collected for purposes other 
than exposure assessment. Unfortunately, there is generally a lack of supporting 
information on the genealogy of environmental data sets. It is also often 
difficult or impossible to obtain independent measures of pollution or exposure 
against which to verify the data being used. As a result, it is often difficult in 
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practice to check the quality of the data, and there is an urgent need to establish 
standards for reporting and documenting data definitions and genealogy. In 
addition, the techniques available for quality assessment are as yet poorly 
developed. Equally important, therefore, is the development and application of 
improved methods for assessing and reporting data quality in environmental 
epidemiology (Hatch and Thomas, 1993). 

It is particularly crucial to check the quality and consistency of information 
where data are obtained from different sources, for otherwise inherent 
inconsistencies may be overlooked. Among others, the following techniques can 
be used: 

constructing scattergrams to examine the relationship between exposure 
indicators and to search for obvious outliers 
visually comparing data with other, independently published sources 
statistical comparison of data from different sources 
mapping individual indicators or use of trend surface analysis techniques 
to look for discontinuities which coincide with the boundaries between 
different data sources. 

may provide a wide rangeufex: 
often supplemenfthese ,""il:lrdatafrom or 
frompurp gned'rapid SllNeys. In all cases, specUH'careis 

.ncixlegto che£kthecol1sistency ,quality and sl@ability of the exp(}$ure 
data ill relation to the. needs oflinkageanalysis. 

4.3 Data Standards 

If valid comparisons between countries or cities are to be made, it is evident that 
environmental data standards need to be improved. The health-related 
progranrmes of urban air quality, water quality, and food contamination, carried 
out under the Global Environment Monitoring System (GEMS), have performed 
a valuable service in this respect by providing a framework for a standardized 
system of data collection for countries to follow. They have also provided 
advice on which exposures to monitor,and encouraged other countries to 
participate in this worldwide monitoring effort. In addition, the GEMS Human 
Exposure Assessment Locations (HEAL) program has provided resources directed 
to the collation of accurate and reliable data on human exposures (UNEP/WHO, 
1993). Within Europe, both the European Environment Agency and Eurostat are 
also developing a major role in establishing standards and procedures for data 

- 64-



3 -ExPOSURE ASSESSMENT 

collection, in conjunction with other international agencies such as OECD and 
UN-ECE. 

Nevertheless, the adoption and implementation of common standards is not 
always feasible. The historic investment which many countries (especially in the 
developed world) already have in monitoring systems, for example, may make 
them reluctant to change to new, international norms. Local or national 
priorities and circumstances may mean that standards developed elsewhere are 
not considered relevant. To identify and analyse local problems may require the 
use of specific methods and indicators. Ensuring comparability with other areas 
or countries, therefore, is not always appropriate. Nevertheless, much useful 
information may be lost if cross-comparisons between results from different 
studies cannot be made (e.g. in order to obtain improved estimates of exposure­
effect relationships from a wider range of areas). Considerable care is therefore 
needed in designing studies or monitoring systems, so that the specific needs of 
the exercise can be met without jeopardising the wider relevance of the results. 
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Assessment of Health Effects 
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1. INTRODUCTION 

The health effects of pollutants found in the environment can be divided into two 
broad classes - acute (i.e. short-tenn) and clrronic (Le. long-tenn) effects. Each of 
these can range in severity from death to minor illness or discomfort. 
Microbiologically contaminated water or food, for example, can have an intense 
health effect a few hours after a short exposure, but with no detrimental long-term 
effects on health. Arsenic in water, on the other hand, may have a severe longer­
term effect at low but constant exposure levels (e.g. cancer). Lead contamination 
provides an example of an environmental hazard which can have either acute or 
chronic effects. Thus, some pollutants may have an almost immediate effect after 
exposure and other substances may require accumulation in the target organ before 
causing any detectable adverse health effects. For some pollutants there may be a 
threshold level, below which no health effect is evident. For others there may be no 
threshold, and some effect may occur at even the lowest exposure levels. Moreover, 
some health outcomes may require a period of latency before the effect is observed. 

People are not affected equally by the same environmental hazard. Substantial 
variations in sensitivity to an exposure may thus occur within a popUlation. These 
differences may derive from a number of fuctors, including differences in 
characteristics of the individual. In this context, recent advances in the understanding 
of the role of genes has been particularly important, though problems may exist in 
detennining whether the marker for sensitivity being examined is a measurement of 
the genotype itself, some host characteristic, or fiunily history (Hatch and Thomas, 
1993). 

Age, nutritional status and state of general health are also important determinants of 
individual vulnerability. Exposure hazards for the normal "healthy" population, 
therefore, do not necessarily apply to all sectors of the population, and separate 
assessments may need to be made for particular high-risk groups such as infants and 
young children, the elderly, pregnant women and their foetuses, the nutritionally 
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deprived, individuals suffering from some disease (de Koning, 1987). Such groups 
can often be identified by assessing the degree of effect modification which occurs 
for each specific group compared to the "normal" population. It is especially 
important to identify these high-risk groups because they will usually be the first to 
experience adverse health outcomes as the level of the pollutant increases. A study 
in Romania, for example, showed higher values of lead in blood in children living 
near a lead smelter than in adults in the same area; these results indicated that 
biomonitoring should be extended at least to children in other parts of the concerned 
city (Verberk et al., 1992). A summary table of epidemiologic studies on the health 
effects of air pollution in children is given in the Annex to this Chapter. 

Vulnerability of populations to hazards is also evident in the different abilities of 
individuals or groups to mitigate their exposure to, and effects of, environmental 
threats. For example, if microbiologically contaminated water leads to cases of 
morbidity, the effect of the contamination will depend in part on the ability of an 
individual or a group to gain access either to alternative water sources or to 
therapeutic treatment. Ability to cope with the effects of environmental hazards is 
very often limited by economic circumstances. Thus, while high rates of mortality 
in an area may be in part due to the existence of an environmental hazard, they are 
not necessarily a direct indication of pollution levels. Instead, the severity of the 
effect of the hazard may be more closely related to variations in the ability of 
individuals to protect themselves from exposure or to treat the effects of the hazard. 

2. HEALTH ASSESSMENT 

Adverse outcomes due to environmental exposures represent a broad spectrum of 
effects. They range from premature death of many individuals to premature death 
of an individual, severe acute illness or major disability, chronic debilitating disease, 
minor disability, temporary minor illness, discomfort, behavioural changes, temporary 
emotional effects and minor physiological change (de Koning, 1987). 

Relatively few studies have shown associations between environmental pollutants and 
actual excess in deaths; even wpere it would otherwise have been expected, 
investigation usually has notrev~led gross excess mortality (Lancet, 1992). The 
main exceptions are severe accidents or events which have resulted in release or 
accumulation of large amounts of toxic substances in the environment, leading to 
deaths due to poisoning. Long-term effects on mortality are invariably even more 
difficult to demonstrate. Typically, only a small subset of the population experiences 
high levels of exposure, and the doses received by the general popUlation are so low 
that only vulnerable high-risk groups are severely affected. Any excess mortality 
due to a pollutant is therefore restricted to a small section of the population, and 
mortality across entire populations is a weak and insensitive indicator of 
environmental health effects in most situations (Landrigan, 1992). Therefore, whether 
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mortality is a reliable environmental health indicator, and if so for what groups, must 
be considered in the context of the particular circumstances. 

Traditionally, concern about environmental hazards has tended to focus upon hazards 
believed to be contributing to excess mortality, in part because of the relative ease 
of obtaining mortality statistics. Nevertheless, it would clearly be beneficial to detect 
the effects of exposure much earlier in the process at the stage of milder effects 
and before it results in death. One approach is to use data on morbidity. In the 
case of diseases for which formal registers exist, such as cancers (Swerdlow, 1992; 
Draper and Parkin, 1992), relatively sound morbidity data are widely available. 
Otherwise, obtaining suitable data poses severe problems, due to the inadequacies of 
many health surveillance and recording systems, and the inconsistencies inherent in 
the data Disease occurrence, for example, may be measured in many different ways 
- as number of hospital admissions, length of hospitalisation, drug sales, medical 
consultations, days-off-work etc. All measure different components of morbidity and 
all are subject to substantial differences in reporting rates. Disease prevalence may 
be influenced by variations in the duration of the disease and survival rates. 
Incidence data are generally less easily accessed and can be subject to artificial 
variations in ascertainment (e.g. as a result of screening programs). In order to avoid 
dilution of weak associations through inclusion of irrelevant cases, therefore, it may 
be desirable to focus attention on subgroups of disease which - on the basis of 
prior observation - can be considered specifically responsive to the exposure of 
interest (Hatch and Thomas, 1993). 

Various more subtle indicators of health outcome may also be sought, such as 
reproductive and developmental outcomes or premorbid changes in the state of 
health. Routinely collected data on these effects are rarely available, and reliable 
data on baseline rates and normal ranges for subclinical end-points are often lacking 
(Hatch and Thomas, 1993). Questionnaires can provide an effective means of 
obtaining data on perceived health, but severe problems may occur in obtaining 
unbiased response rates across all sectors of the population. Whether biochemical 
or physiological changes in individuals or complaints to local health authorities 
regarding nuisance factors in the environment are considered as indicators of adverse 
effects depends largely on the accepted concept of the term "state of health" (de 
Koning, 1987). Despite the understandable desire to use earlier indicators of health 
effect, therefore, serious problems remain in obtaining the relevant data 

Mortality across entire populations is an insensitive environmental 
health indicator. In addition to mortality, therefore, effects should 
be sought at other levels of health damage. 
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3. HEALTH DATA 

Health data are clearly of primary importance in environmental health studies. 
In the context of the HEADLAMP approach, they perform two main roles. 
Firstly, they provide indicators of the effects of known exposures to 
environmental pollution on human health. As such, data on health outcome -
when linked to appropriate environmental data can be used to assess or 
confirm exposure-effect relationships within the study area, or to quantify the 
contribution of specific exposures to total mortality or morbidity. Similarly, 
monitoring of health outcome can show the effects of changes in exposure, due 
for example to policy interventions or the adoption of new technologies. 
Additionally, they can provide an indication of the possible existence of 
previously undetected exposures. Thus, variations in health outcome may be 
used to infer the existence of underlying variations in exposure which need to 
be further investigated. 

As does environmental data, health data may come from a variety of sources, 
including routine monitoring, ad hoc surveys and purpose-designed studies. 
These provide data on a variety of indicators, including health status (e.g. infant 
mortality, progress in child development, blood pressure), disease (morbidity, 
hospitalization, incidence or prevalence of different signs and symptoms) and 
adverse effects (e.g. premorbid changes in the state of health and complaints to 
local health authorities regarding nuisance factors in the environment). 

Results from routine health monitoring programmes generally provide the most 
appropriate source, for they tend to be available on a continuous basis for the 
whole of the area concerned, relatively easily accessible (at least at an aggregate 
level), and standardized in terms of procedure. Routine monitoring of health is 
undertaken for a variety of purposes: to provide management information on the 
performance of the health service, to monitor trends and detect changes in health 
status, to provide an early warning about health problems, and to monitor the 
need for and effects of health policy. It is these requirements, rather than any 
explicit need to link the health data with information on the environment, which 
consequently determine the design of the monitoring systems. As a result, 
routine monitoring does not necessarily provide ideal data for environment­
health linkage studies. Moreover, like all health data, routinely collected 
information may be subject to errors and inconsistencies in diagnosis, reporting 
and georeferencing. 

3.1 Mortality Data 

Data on causes of death are available in most developed countries and are the 
only health statistics for which comparatively long time series are available. 
Variations in diagnostic practice and coding will, however, affect the 
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comparability of death certificate information between different regions within 
a country or between countries. Cause-specific mortality data may also be 
subject to misclassification. Each year WHO, receives mortality data classified 
according to cause from thirty-seven developing countries and about the same 
number of developed countries. This information is readily available at WHO 
and published yearly in the World Health Statistics Annual Report. Of the 
developing countries, only twenty-two consider that the reporting of deaths is 
complete (WHO, 1987). Therefore, very few developing countries are in the 
position to monitor changes in caUSeS of death on the basis of complete and 
reliable data. 

Data on infant mortality are considered to be an indirect indicator of the 
level of health in the population. There are, however, a number of 
conceptual and practical problems with this indicator. A particular problem 
relates to differences in the definition of "infant death" for registration 
purposes in the first few days of life. The coverage of countries and areas in 
developing regions of the world in which registration of infant deaths is at 
least 90 percent complete is much less than for those reporting total 
population births and deaths (United Nations, 1985). 

Many studies of environment-health relationships rely on time series analysis. 
These consequently require short-term (e.g. daily) counts of mortality. Daily 
mortality data are likely to be available in many countries, but perhaps not 
always in a form that is useful for computer analyses. Extra data entry or data 
processing may therefore be required. 

3.2 Morbidity Data 

Morbidity statistics are generally less readily available than mortality data even 
for developed countries. Typically, they are less complete and often refer only 
to specific subsections of the population. One exception to this is data on 
infectious diseases of significant public health importance. In most countries 
these must be recorded, and their reporting to a central health authority is often 
a legal requirement. 

The accuracy of morbidity information depends on a number of factors, 
including the extent to which patients seek and obtain medical help, diagnosis 
practice and accuracy, the notification procedures, and treatment procedures. 
Variations in morbidity therefore do not necessarily reflect underlying 
differences in risk. When considering a small area, f()r example, it may be 
difficult to conclude whether a high prevalence of a disease is due to, say, a 
poor immunization rate or a good reporting of cases. Ongoing monitoring, 
instead of a cross-sectional assessment, is therefore desirable. 

- 73 -



HEADLAMP - GENERAL GUIDELINES 

Disease registers are useful for obtaining incidence data on specific conditions. 
Most countries have registers of diseases, in particular of cancer. Other well 
organized registers include those of congenital malfonnations and mental 
disability. The utility of disease registers depends upon their level of 
completeness and quality of their records. Good registers may reach a 
completeness of 95% or greater, but there may be significant unevenness in the 
level of completeness between areas (Swerdlow, 1992). Unfortunately, 
independent data against which to assess the completeness of disease registers 
are rarely available, though indirect measures (such as mortality to registration 
ratios) may be used to indicate discrepancies (Muir and Waterhouse, 1987). A 
register of a tenninal disease such as cancer may therefore not be considered 
complete until data from death certificates is used to complement those from 
referring hospitals and other regular sources. Other problems include duplicate 
registrations, differences in practice for dealing with multiple cancers, methods 
of georeferencing, and delays in registration (Swerdlow, 1992). Moreover, not 
all registers are yet fully computerized. A considerable investment of resources 
may thus be necessary to capture the data in a fonn suitable for analysis. 

Annual data on cancer incidence are reported to the International Agency for 
Research on Cancer (lARC) from registries in participating countries. Although 
more than twenty developing countries report to IARC, data refer to population 
subsections and in many cases there is a question as to their reliability. 

Some countries keep specific registers for certain diseases, such as myocardial 
infarctions or congenital malfonnations. In other cases, infonnation on specific 
diseases is collected through purposely designed health surveys of representative 
populations or specific high-risk groups. 

Infonnation on communicable diseases is also available in many countries, and 
routine monitoring has played an important role in disease control in developed 
countries. Data on these diseases may be collected in a variety of ways, 
including mandatory notification, surveillance, sentinel networks and laboratory 
networks. The task of assessing the health impact of different communicable 
diseases on the population is made easier in many cases, because - in contrast 
to chemical and physical agents - the health effects tend to be very specific for 
a particular exposure (e.g. hepatitis caused by hepatitis virus). 

Monitoring of occupational diseases and accidents has proved to be effective in 
their prevention. Most industrialized countries have consequently established 
monitoring progranunes for occupationally exposed popUlations, while 
developing countries are in the early stages of implementing such programmes. 
In recent decades, increasing numbers of countries have also linked mortality 
data with occupation and place of residence. This has brought to light several 
associations with potential aetiologic factors, although in most cases subsequent 
epidemiological analyses have been required to confinn the relations. Linkage 
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of mortality data from health registers with exposure data can further enhance 
the detection of environmental risk factors. The effectiveness of such monitoring 
is increased with diseases specifically caused by environmental factors, such as 
pleural mesothelioma, lung cancer and asbestosis caused by the inhalation of 
asbestos dust. Similarly, the linkage of mortality and incidence data from cancer 
registers with information on occupation has provided a great deal of 
information on occupational cancers. 

Additional sources of information exist in most countries which can be used for 
assessing disease and disability levels. These include hospital records, health 
service files, health insurance and physical payment systems, school records, 
work-day losses, and the sales of pharmaceutical agents. Although not ideal, 
these sources provide the basis for constructing indicators of certain aspects of 
health. Hospital morbidity data have the advantage of being detailed and fairly 
accurate, but detailed information is normally not coded; so, for many 
applications, data capture can be a time-consuming process. Multiple admissions 
are also not always easily detected, while differential use of health services is 
a well recognized problem. Another problem is the difficulty in determining the 
denominator population for the calculation of rates. 

Sources of data such as hospital admission or discharge records, cancer registers 
and records of congenital malformations, therefore, do not on average meet the 
same levels of exhaustiveness and standardization as mortality statistics (except 
in the Nordic countries). The potential value of these systems is nevertheless 
considerable, since they offer the opportunity to detect and monitor health effects 
in advance of mortality. It is therefore extremely important to improve these 
systems by increasing their accuracy, completeness and accessibility. 

Health surveys also provide a valuable source of morbidity data. Surveys are 
routinely performed in many countries, while special surveys may be undertaken 
to investigate specific health issues. The utility of the survey results depends to 
a great extent upon the survey design. Many surveys are targeted deliberately 
at particular sections of the population (e.g. high-risk groups) and thus do not 
provide data on the health of the general population. Surveys may also be 
designed to give only national data; sample sizes may then be too small to 
provide reliable estimates at the regional level. 

Specific local or regional surveys may also be carried out to supplement existing 
data. A detailed survey of the region of interest, for example, may be the best 
means of obtaining detailed morbidity data for a city or region. A census of a 
region's hospital or any other health agency will provide information on the 
major reasons for service utilization. 

The two main survey designs are the cross-sectional and longitudinal survey. 
A cross-sectional (prevalence) survey is probably the most practicable, as it 
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provides a picture of the population at one point in time, making it a rapid and 
inexpensive method. Longitudinal surveys collect information over time, 
providing a useful moving picture of the population (measuring change of health 
status), but at considerable expense and requiring a long duration. 

The quality of the results again depends upon the sample design. Probability 
sampling is often the most reliable way of ensuring that the survey can provide 
valid sample-to-population inferences. If the region to be surveyed is very large, 
areas within the region can be randomly selected - using, for example, a multi­
stage or stratified sampling technique. Determination of sample size is of great 
importance as it limits the precision of the survey estimates and thus constrains 
the analyses that can be legitimately carried out. The great advantage of a 
survey is that it can be designed to meet the specific needs of the study. Thus, 
it can be as detailed as necessary, and information on all the indicators of 
interest - e.g. morbidity, risk factors, and population characteristics - can be 
obtained simultaneously and within a consistent sampling framework. Although 
most surveys are designed to obtain data on morbidity, mortality data can be 
estimated by asking interviewees about deaths in the family. This is particularly 
useful, for example, in estimating infant mortality. 

General guidance on survey methodology can be found in textbooks. on sampling 
techniques (e.g. Cochran, 1960). A number of specialized treatises are also 
available on survey sampling methods for the assessment of human health (e.g. 
Lutz et aI., 1992). 

4. POPULATION AND COVARIATE DATA 

Interpretation of patterns in health outcome cannot be reliably carried out 
without reference to the underlying population or to variations in those factors 
which may act as potential confounders to the relationship between environment 
and health. For these reasons, most studies of environmental health rely on the 
availability of data on population and covariates, such as social conditions and 
lifestyle. Moreover, processes such as in- and out-migration create major 
difficulties in interpreting exposure-health relations on either a temporal or 
spatial basis (Hatch and Thomas, 1993). 

4.1 Population Data 

Data on popUlation numbers are essential for most environmental health studies. 
Expressed merely in absolute terms, data on health have little meaning, for 
variations are likely to depend more on differences in the size of the population 
than on any underlying differences in health. For most purposes, therefore, it 
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is more appropriate to express health outcome as rates - and this requires data 
on the population as a denominator. 

In some cases, simple population totals (by gender) may suffice for this purpose. 
These data are normally readily available from censuses, at least at the national 
level. Of the 218 countries or areas from which the United Nations Statistical 
Office requests demographic data, only fifteen have not reported an official 
estimate since 1979. Nevertheless, most countries carry out complete censuses 
on about a ten-year cycle, so at anyone time population statistics may be 
considerably out of date. Estimates are therefore generally made, based on 
population projections. Although these may be reasonably reliable at the 
national scale, considerable errors may develop over time at the small-area scale. 
Projections also tend to become less reliable with increasing time since the base 
census. Moreover, errors in enumeration are common in censuses, while 
significant differences may occur in the definitions of the resident popUlation 
(e.g. in how transients are classified) between different countries. Because these 
errors and discrepancies often affect specific sections of the population 
disproportionately, population data for certain social or age-groups may be 
particularly vulnerable to uncertainty. 

For many applications, data are needed not merely on total population, but on 
population subgroups (e.g. by age and gender). These are necessary, for 
example, where health effects are being studied within a specific age group (e.g. 
children), where disease rates may vary substantially between different age and 
gender, or where time-trends are being analyzed. For this purpose, vital 
statistics are ideally required. These provide a demographic profile of the 
population under study - essentially a count of persons cross-tabulated by age 
and sex and other personal characteristics. This information allows a 
computation of standardized rates as a basis for comparison both of the same 
population at other points in time, and with other populations. 

To some extent, this information can be obtained from national censuses. While 
population by age is widely available for most developed countries, the number 
of developing countries for which reliable periodic estimates are available is 
much smaller than those with total popUlation counts. Typically, data on 
population age structure are only available for census years, and the age classes 
used in different countries may differ, so that international comparisons may be 
difficult. Nevertheless, most countries also maintain some form of vital 
statistics which includes registration of births and deaths. Globally, reasonably 
complete registration of births and deaths occur in about 85-90 countries or areas 
(United Nations, 1985). This includes all the developed countries and about 40 
developing countries. In about sixty developing countries, the registration of vital 
events is considered incomplete (WHO, 1987). 
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4.2 Confounder Data 

As already noted, control of confounding is an important element of most 
ecological studies. Rarely are the relationships between environment and health 
simple and unitary; instead, they are usually affected by a variety of 
confounding variables, many of which are only partially known. Rarely, 
therefore, will interpretations of the linkages between environment and health be 
wholly valid unless allowance for potential confounding is made. 

The confounder data required will clearly depend on the specific relationship 
being studied. A wide range of potential confounders may exist, including 
social factors (e.g. ethnic origin, occupation, housing condition, income, 
education), lifestyle (e.g. diet, smoking, drug use) and physical environment (e.g. 
exposure to other pollutants, climate). Obtaining data on these confounders is 
often one of the most difficult aspects of ecological studies. Some data may be 
available from routine sources such as censuses and lifestyle surveys, but the 
scope of these is often severely limited. Data may also be obtainable from 
attitudinal surveys and market research studies. With the growing opportunity 
to use such information for the targeting of advertising and direct sales 
operations, a growing number of databases are being compiled. They can 
provide useful information on a wide variety of social and lifestyle factors, 
including diet, income, housing status, smoking, household size and leisure 
patterns. They may, however, be relatively costly to acquire and data quality 
may be uncertain. In addition, the possibility exists to acquire data on 
confounders through purpose-designed surveys. As with acquisition of 
environmental or health data, these have the advantage of providing better 
control over the data collection process, and thus ensuring that the data 
specifically meet the needs of the study. Typically, however, they are expensive 
to conduct and may cause considerable delay. 

Because of the limitations of data availability, it is often impracticable to obtain 
information on all the confounders of interest. In many situations, therefore, 
proxies need to be used, based on other, readily available, demographic or 
social statistics. Most covariates used in ecologic regressions are, in practice, 
either proxies or rather indirect or crude measures of the true confounder. The 
use of proxies, however, is clearly only valid where they do in fact provide a 
reliable surrogate for the confounder of concern. Unfortunately, this is not 
always the case or, at least, the validity of the proxy is a matter of 
conjecture. In these circumstances, particular care is needed in interpreting the 
results. 

Investigation of the lung cancer in cities provides an example. The causes of the 
higher incidence of lung cancer in many cities are insufficiently known, but are 
suspected to be related to smoking and socioeconomic status, among other 
factors. A study in Helsinki showed an apparent increase in cancer incidence 
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with increasing mean sulphur dioxide (S02) concentration (Ponka et aI., 1993). 
To interpret this correctly, however, clearly required the possible effects of 
confounding by smoking and other social factors to be taken into account. 
Information on smoking habits was not readily available so, instead, average 
education level was included as a covariate in the ecologic regression on the 
assumption that smoking levels were higher amongst the less-well educated. The 
analysis did, indeed, show a strong inverse association between education and 
cancer rate. Use of education level in the analysis thus helped to allow for 
some form of social confounding effect. Nevertheless, to interpret the results 
as evidence that smoking is related to lung cancer in the study area relies on the 
assumption that education level is a valid proxy for smoking rate. 

The problem of controlling for confounders is further compounded by the 
potentially large number of confounders which may be of relevance, and the 
complex relationships which may exist between them. In other words, 
confounders do not necessarily act individually or in isolation, but may operate 
in unison. There is consequently a need to measure the multivariate (joint) 
distribution of the confounders; univariate distributions of the covariates or use 
of a simple confounder score may not suffice to achieve full control of 
confounding. Bobak and Leon (1992), for example, carried out an ecological 
study in the Czech Republic to test the hypothesis that atmospheric levels of 
pollution affect infant mortality risk. The socioeconomic data available included 
mean income, mean savings, mean number of persons per car, proportions of 
total births outside marriage, and legalIy induced abortions per 100 live births. 
While these allowed for control of a number of potential confounders, they were 
clearly not comprehensive, and allowance could not be made for potentially 
important confounders such as smoking, indoor pollution from heating or 
cooking, and family size. The potential also existed for interactions between the 
various confounders. As the investigators themselves acknowledged, therefore, 
an unknown amount of residual confounding may have been left unresolved. 

The problem of missing or inadequate information on confounding 
factors is especially serious in studies using aggregate data. 
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5 

Approaches to Linkage Analysis: 
Overview 

M. Nurminen 4 & D. Briggt 

1. INTRODUCTION 

Exploration of associations between environment and health is an integral part 
of environmental epidemiology, either in the search for previously unknown 
relationships between environment and health, or to test hypotheses about such 
relationships. Linkage analysis is an extension of this approach. It involves 
applying known exposure-response relationships, established in previous research 
and documented in the literature, to new empirical data as a basis for improved 
decision-making and policy support. In general, the health and environment data 
used for linkage analysis are derived from routine monitoring, though where 
necessary additional data may be collected from purpose-designed rapid surveys. 
In either case, the data often comprise series of data accrued over a long period 
of time, and are analysed in an aggregated form (e.g. at the small-area or 
regional level). As such, linkage analysis does not involve the direct use of 
individual records, though the data used may have been derived from individual­
level sources, and individual-level analyses may be a valuable complement to 
linkage analysis. Instead, linkage analysis relies on methods for analysing 
grouped data. 

In this context, it is important to emphasise that the aim of linkage analysis is 
not to discover new associations, nor to confirm suspected ones, but to use 
existing knowledge to assess the risks which exist, to identify need for action, 
to compare and evaluate the choices available, and to monitor and assess the 
effects of such actions. Linkage analysis thus requires the use of well-tested 
methods on reliable data, in the context of well-established knowledge about 
exposure-effect relationships. Results from linkage analysis should consequently 
be unbiased and agree with results that would have been obtained from more 
comprehensive ad hoc studies for which the statistical precision can be 
quantified. 
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Many methods are available for this purpose. Three ecological analysis, time 
series analysis, and risk (or h.a:ztlrd) analysis - will be outlined in this chapter 
Many tools are also available to support linkage analysis. One of the most 
important tools and one which has received increasing attention in recent 
years - is geographical information systems (GIS). Together, these methods 
and tools give an investigator with ingenuity countless opportunities to analyse 
and exploit existing data at greatly reduced cost. In the process, considerable 
value is likely to be added to the data, to knowledge about environment-health 
relationships in the area under study, and to the quality of decision-making. 

Ecological analysis involves the investigation of group-level relationships 
between environment and health, by analysing spatial and/or temporal variations 
in exposure and health outcome. First used in sociology (Robinson, 1950), it 
has often been criticised for producing fallacious results. Particular concern has 
focused on the potential bias which may be introduced by aggregation of data, 
a problem which Selvin (1958) tenned the ecological bias or ecological fallacy. 
Despite such theoretical shortcomings, however, ecological analysis has been 
widely used in environmental epidemiology, not least because it is relatively 
simple to perfonn, especially with the large, aggregated databases which are now 
available. For reasons of logistics and cost it may also be the only approach 
feasible where large population studies are required. Nevertheless, there has 
been a growing recognition that ecological or group-level associations are not 
necessarily consistent with those measured at the individual level (Greenland, 
1992). Thus, much of the subsequent discussion of ecological methods has 
focused on how to identifY, deal with or avoid the various biases involved, and 
how to quantifY their effects compared to individual-level analyses For the 
future, more extensive use of the method may be anticipated, stimulated in part 
by the development of new statistical techniques and GIS. 

Time series analysis is a similarly well-established method. It was developed to 
a large extent for econometric applications, but has since been adopted in a wide 
range of disciplines. It is typically used to investigate patterns in series of 
observations, as a basis for identifYing and quantifYing causal relationships. In 
the context of environmental epidemiology, it is often applied to long sequential 
observations, such as mortality statistics, data from morbidity registers (e.g. 
cancer registers, hospital discharge registers), or results from repeated health 
surveys. With simple data sets, it is a relatively simple method, and is supported 
by most proprietary statistical packages. Where temporal patterns are complex, 
however - and thus where relatively complex models need to be used to 
describe the time series it can be computationally and statistically demanding, 
and can pose severe problems for both implementation and interpretation. In 
recent years, it has been extensively applied in studies of air pollution and 
health, and thus efforts have been made to fonnalize and standardise the 
techniques used (e.g. Katsouyanni et at, 1995). Moreover, as temporal data 
series are extended and improved, the opportunities for time-series analysis will 
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inevitably increase. Continued interest in the use of time-series analysis may 
thus be expected. 

Risk analysis is the process of estimating the potential health effects of exposure 
to a hazard based upon existing information. As such, unlike the previous two 
methods, it does not explicitly involve bringing together data on environment 
and health, but uses available exposure data as a basis for quantifying potential 
health effects. Underlying such assessments, however, there must be known 
exposure-response relationships, usually derived from previous studies in other 
areas. There is, thus, an implicit linkage in the analysis. Note that the reverse 
process may also be envisaged hazard analysis in which health data are 
used to infer the levels of hazard ( e.g. exposure) responsible for the observed 
health effects. 

Application of risk analysis faces a number of problems. One is often the lack 
of information regarding the distribution and levels of pollution in the study area 
and the actual exposure of individuals to the pollutants. Another is uncertainty 
about the functional form of the exposure-response relation, and whether 
relationships established elsewhere tit the local conditions for example, due 
to differences in background disease rate. Nevertheless, in many cases, risk 
analysis may be the only tool available for estimating the health outcomes of 
environmental pollution, due to the unavailability or poor quality of the health 
data. 

Geographical infonnation systems are computer systems for the capture, 
organization, storage, analysis and display of spatially referenced data. 
Developed initially for environmental applications in Canada and the USA, they 
have since been adopted world-wide in many areas of research, management and 
policy. Compared to some areas of application, their use in environmental 
epidemiology and health policy has been relatively slow, but they offer great 
potential for linkage analysis - for example in studying the incidence of disease 
events around emission sources, searching for disease clusters, or analysing 
relationships between pollution levels and health outcome (Briggs and Elliott, 
1995). In the past, GIS technology has been expensive and more powerful 
systems especially have been complex and difficult to learn. Lack of suitably 
georeferenced data has also been a major constraint. In recent years, however, 
costs of both hardware and software have declined substantially, and a wide 
range of simpler introductory-level systems have emerged. At the same time, 
data availability has greatly improved. As a result, the use of GIS is rapidly 
expanding in both the developing and developed world. 

In addition to the methods and tools outlined here, there are of course a wide 
range of more specialized approaches and techniques which may involve, or be 
relevant to, linkage analysis. Examples include the analysis of health clusters, 
exposure and disease mapping and studies of point-source exposures. Each of 
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these may have value in particular circumstances, but each also involves 
problems and dangers of which the investigator needs to be aware (see for 
example Rothman, 1990). Reference should therefore be made to relevant texts 
on methodology (e.g. Elliott et aI., 1992). 

Linkage analysis applies· · .• kfiown exposure-response relationships, 
.established in previous research and documented in the literature, to new 
empirical data, as a basis for improved decision-making and policy 
support. . ...• 

... 

2. THE ECOLOGICAL METHOD 

2.1 Introduction 

The ecological method is an approach used in observational studies to detect and 
recognize patterns of disease occurrence across space and time, and to relate 
variations in the observed rates to environmental, social, behavioural and 
constitutional factors. The ecological design in epidemiology is also useful for 
the evaluation of the effects of interventions on risk factors - for example, to 
assess the effect of low-cholesterol diet on the rate of ischaemic heart disease. 

Ecological analyses thus use aggregated or grouped data, rather than individual­
level data, as the basic sampling unit of analysis. The grouping variate is 
usually a geographic region, although other factors such as ethn i city, 
socioeconomic class, time period, etc, could also be used. Ecological analyses 
of exposure-disease relationships are, however, subject to a number of biases. 
These include biases caused by model mis-specification, confounding, non­
additivity of exposure and covariate effects (effect modification) and 
noncomparable standardization. Ecological correlations and rate estimates can 
be more sensitive to these sources of biases than individual-level estimates, 
because ecological estimates are based on extrapolations to unobserved 
individual-level data. 

Given the availability of suitable exposure information, ecological analyses can 
be conducted in a number of different ways. One approach is to study the 
association between spatial variations in exposure and disease outcome in a 
single population at a given point in time. Alternatively, relationships between 
exposure and health outcome can be compared in two or more populations that 
differ in terms of their exposure. In either of these study designs, the data 
typically refer to a relatively short time span, and there are no multiple 
measurements over an extended time period. A third approach is to analyse 
time-trends within an ecological design. In this case, relationships between 
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exposure and health outcome are assessed by following changes in exposure and 
rates of disease within a single population over time. 

2.2 Advantages and Disadvantages of Ecological Studies 

The main advantage of the ecological approach is that it permits the study of 
very large populations (e.g. populations of entire countries), and thus allows the 
detection of relatively small increases in risk. The power of these studies is not 
a function of the size of the population studied, but of the large number of 
observations which are possible and the ability to use powerful methods of 
statistical analysis. 

As noted earlier, ecological studies have remained popular in environmental 
epidemiology primarily because they are relatively easy and swift to conduct 
using existing databases. As a result, a well-designed ecological approach can 
serve as a cost-effective alternative to screening or monitoring of many health 
outcomes and environmental conditions. It should, however, be remembered that 
ecological studies often carry a number of hidden costs. Most studies, for 
example, rely on the use of data from existing monitoring networks which are 
themselves expensive to maintain, but whose costs are rarely charged to the 
ecological study, No doubt if these studies carried the full cost of the data they 
use they would seem less cost-effective. On the other hand, using routinely 
collected data as part of ecological studies does help to justifY the costs of 
monitoring in the first place. 

Ecological studies sometimes cover populations more markedly divergent in their 
exposures than those that can be readily obtained in studies of individuals. The 
ecological approach may also be useful for the investigation of clusters of 
disease in relatively small geographic areas. 

The ecological design provides no information at all on the joint distribution of 
the exposure and disease variables at the individual level. All individuals within 
any "exposure class" are assumed to have experienced the same exposure. Thus 
there is no way of knowing from the ecological data whether individuals 
displaying the health outcome have in fact been exposed to the environmental 
risk factor, nor to what level they have been exposed. Only in exceptional cases, 
therefore, can valid inferences be made about individual-level exposure-disease 
relationships from ecological studies. 

Routine data (e.g. hospital discharges or monitored pollution data) do not always 
meet the requirements of ecological research. In the case of health data, for 
example, an inappropriate system of disease classification may have been used. 
Equally, it may be difficult to define the population denominators (e.g. the 
catchment population of the hospital) which correspond to the health event 
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numerators. For less severe health events, such as acute asthmatic attacks, there 
may not be any records available at all. In the case of exposure data, there may 
be insufficient numbers of measurements of the pollutant(s) of concern, or 
measurements may not have been taken at locations which adequately 
characterize exposure. Commonly, health and environmental data have been 
collected on the basis of very different spatial frameworks. Health data, for 
example, are usually available for administrative units such as municipal health 
districts, municipalities, or provinces, whereas environmental pollutants and other 
exposures are usually available only for individual points or for areas which 
transect their boundaries. Considerable effort may thus be needed to convert the 
health and environmental data sets to comparable popUlation subgroups. This 
may be done either by reallocating individuals to "pollution zones" based on 
their place of residence or, more commonly, by estimating pollution scores for 
each administrative area using mathematical models or spatial interpolation 
techniques. 

2.3 Biases and Possibilities for Bias Correction 

Unlike an individual-level study, an ecological study does not link individual 
disease events to individual exposure or covariate data, nor does it link 
individual exposure and covariate data. Instead, analysis is based upon the 
matching of aggregate or grouped data. Ecological studies are subject to a 
number of special biases as a result. In addition to the sources of bias ingrained 
in individual-level studies, for example, ecological estimates of effect can be 
biased by both confounding by group (specification bias) and effect modification 
by group. Covariates responsible for ecological bias in these ways may not even 
be confounders or effect modifiers at the individual level. Aggregation bias (or 
cross-level bias) may also be important in many cases. This refers to the 
incorrect estimates of exposure effects that derive from the analysis of data 
aggregated across study groups. Because the groups are typically 
heterogeneously exposed, cross-level bias is a more complex issue than that of 
simple confounding by group. 

A further problem that has not been sufficiently considered in literature on 
ecological studies is that the ecological estimates of exposure are based on 
sample surveys and so are subject to sampling error. If the sampling error is not 
negligible, then exposure variables have standard errors which will bias the 
regression coefficients. If estimates of the standard errors are available from 
surveys, these may be incorporated to correct for this bias. 

The susceptibility of ecological estimates to measurement error can also be an 
important source of uncertainty. Apart from basic demographic variables (such 
as sex and age), most variables used in ecological analyses are subject to 
substantial measurement error. The effects of this error are different for 
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ecological and individual-level studies. In part, this is because the samples used 
to estimate the distributions of the disease, exposure and covariate distributions 
for an ecological study are often disjointed. As a consequence, the measurement 
errors that arise may vary for different exposure classes, disease outcomes and 
covariates. 

As a result of these various biases, estimation of exposure by ecological means 
may be affected by large random errors which may seriously disturb the 
analytical outcome. Independent nondifferential misciassijication of an exposure 
indicator will usually result in a bias that is directed away from the no-effect 
hypothesis in ecological studies. By contrast, in individual-level studies the 
effect is in the opposite direction (i.e. towards the null). 

Ecological studies in epidemiology typically deal with cause-specific mortality 
(and/or morbidity) rates rather than total mortality. Therefore, misclassification 
of disease outcome can be a source of severe bias. This bias can be far more 
important than the sampling variability of the disease outcome (the dependent 
variable within the regression analysis). 

The most difficult sampling problem in ecological studies, however, often relates 
to measurement of potential confounders. Where existing databases are used, 
the availability of information on confounders is inevitably limited. Typically, 
the variables for which data are available do not include all the relevant 
covariates for the relationship under study, and only partial allowance can thus 
be made for confounding. 

There is also a need in ecological studies for standardization of those variables 
that have a distribution not constant across the population. Published disease 
rates, for example, are invariably age-standardized, whereas exposure rates are 
seldom standardized. Since age is often associated with duration of exposure, 
regression of the disease rates on the exposure rates is biased, even if the 
precision of the rates used in the regression is high. 

The main opportunity for bias prevention in ecological studies, as in 
epidemiologic studies in general, lies in the study design. If bias persists, there 
are only limited statistical methods available to reduce its effects at the analytical 
phase. These include influence analysis, sensitivity analysis, use of robust 
methods, and random-effect modelling. In general, the control of confounding 
in an ecological study is more demanding than in an individual-level study, 
because the measurement process for confounders is much more complicated. 
As with an individual-level study, an ecological approach also has the problem 
that the crude measurement or approximation of a confounder may be inadequate 
to achieve full control. 
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2.4 Conclusions and Recommendations 

Ecological studies are based on a distinct methodological approach which sets 
them apart from individual-level studies. Either in planning ecological studies, 
or in critically evaluating the end-results of such studies, a number of specific 
factors thus have to be considered (see Greenland, 1992; and Morgenstern, 
1982): 

1. Ecological studies are much more sensitive to bias from model mis­
specification than are results from individual-level studies. 

2. Conditions for confounding differ in individual-level and ecological 
analyses. 

3. In contrast to individual-level studies, independent and nondifferential 
misclassification of a dichotomous exposure usually leads to bias away 
from the null hypothesis in ecological studies. 

4. In the design of an ecological study it is important to select areas with 
populations that: 

are homogeneously exposed; 
represent different extremes of exposure distribution; 
are comparable with respect to covariate distributions; and 
relate to the smallest sampling units possible. 

5. In the analysis of ecologic data it is important to: 

use weighted regression, instead of correlation, with weights 
proportional to the amount of information contained in each group; 
include in the regression model all variables that are thought to be 
related to the grouping process; 
examine multiple regression models with different and flexible 
structural forms beyond the standard linear form; 
test the basic assumptions in the model; 
conduct an influence analysis by examining the effect of deleting 
from the analysis various areas with unusual outcome, exposure, or 
covariate combinations; 
conduct a sensitivity analysis of ecological estimates to 
misclassification; 
take into account latency and induction periods separating causes 
and effects; and 
give thorough consideration to the biases which are unique to such 
an analysis, as well as to those common to all epidemiological 
studies. 
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Whenever feasib Ie, ecological studie~llsing aggregated data should 
be supplemented bYihdividual:.tevelstudies .. io. hybrid 
epidemiologic analysis. 

3. TIME SERIES ANALYSIS 

3.1 Introduction 

Time series analysis (TSA) looks at the rt.:lation between observations recorded 
at consecutive, usually equally spaced, discrete time points. While TSA is also 
a regression method, it predicts the health outcome not from independent 
covariates, but from values of the outcome at previous points in time. The 
minimal requirements for TSA are the abilities to: 

• plot the temporal series, 
• derive new series (e.g. differenced series or smoothed series) and to plot 

these, 
• examine scatter plots of time-lagged values, 
• compute serial correlations, and 
• display these graphically. 

Current developments in graphical computing techniques for studying 
multidimensional relations will be valuable for TSA. Statistical computing 
aspects are especially important when the data sets used are large. 

Three basic approaches to TSA exist, namely: 

• Poisson autoregression analysis using generalized estimating equations 
(GEE); 

• Markov models using quasi-likelihood estimation (QLE); and 
• Poisson risk junction model for time-stratified data using rnaximum­

likelihood estimation (MLE). 

It is beyond the scope and depth of this chapter to present the details of the 
statistics involved; it suffices here to outline in general terms how these models 
are applied in TSA. 

3.2 Regression Models for TSA 

The TSA model can be simply understood as a subclass of the generalized linear 
model (McCullagh & NeIder, 1983) in which the exposure effects are 
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multiplicative, the distribution of the errors is Poisson, and the link function is 
the natural logarithm. Thus, the model can be represented as: 

10g[E(Yt)] = Xt' P 

where: Xt is the vector of covariates at time t, Yt is the count of observed 
outcomes at time t, and E(Yt) denotes the expected count. 

In order to account for the possibility of overdispersion and autocorrelation, the 
covariance matrix for the heath outcomes on the units of observation is assumed 
to have a special form; the regression parameters P are then estimated by the 
GEE (Liang and Zeger, 1986). This is because the form of the joint distribution 
of the time-dependent measurements is so complex as to be intractable; that is, 
it cannot provide useful and interpretable information. 

Overdispersion in Poisson counts can arise for at least two reasons. First, the 
risk of an adverse outcome occurring to an individual may not be equal for all 
individuals, but depend on previous events that happened to that individual; that 
is, it varies over time. The second reason is that the risk may remain constant 
over time but not necessarily be equal for all individuals. 

Markov models can also be applied for regression analysis of time series data 
(Zeger and Qaqish, 1988). As serial observations are unlikely to be independent, 
in the Markov models the expected response at a given time depends not only 
on the associated exposure variates and covariates but explicitly also on health 
outcomes at previous times. The regression coefficients can be estimated using 
the QLE approach (McCullagh and NeIder, 1983). Quasi-likelihood estimation 
allows one to estimate the regression relationship without full knowledge of the 
error distribution of the response variate. 

There is a fundamental distinction between the GEE approach, which is a "pure" 
regression model with auto correlated errors, and the QLE approach, which is a 
mixed regression-autoregression model. While these may be considered as 
alternatives, in general the coefficients in the two models are different. This is 
because, as in any regression equation, the interpretation of a parameter depends 
on what other variates are included in the model. It is also normally 
inappropriate to assume that the error in the exposure variates is negligible. 
When data on measurement errors is lacking, estimates should be obtained from 
independent survey samples. An advantage of the QLE approach over the GEE 
approach is that competing models can be compared directly with each other 
using a deviance statistic. 

A particularly problematic aspect of studying temporal relations arises when 
there are sharp peaks present of similar frequency in both response and exposure 
senes. For example, in an epidemiological study of daily death rate and 
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meteorological variates, seasonal fluctuations are likely to be present in all data 
sets. In other instances, long troughs or long-term trends may be present. TSA 
deals with this by studying the regressions separately in different seasons or 
periods. 

Previous use of Poisson autoregression analysis models has generally been based 
on the assumption that the series is time-dependent. However, it is not clear 
either that the GEE approach or the QLE approach has advantages over simpler 
model building procedures sufficient to compensate for their greater statistical 
complexity. All the autoregressive methods involve complex and computer­
intensive estimation procedures. A much simpler way of dealing with temporal 
data may be to adopt the working assumption that repeated observations from 
a unit are time-independent of one another. One can then proceed by dividing 
the study data into subgroups (strata) and fitting a Poisson risk function model 
to the time-stratified series. In this approach, the assumption of constant risk (or 
rate) ratio can be alleviated by including time-dependent covariates in the linear 
predictor. Computational demands can be reduced by using the maximum 
likelihood estimation methods available with existing software. Kuhn et al. 
(1994), for example, used this method for TSA and found that it compared 
favourably with the GEE approach. 

3.3 Application of Poisson Regression for TSA 

Given the potential use of Poisson regression to quantify time trends, it is 
worthwhile to consider some assumptions of the MLE method which may appear 
to be violated in the case of time-series data. Simple Poisson modelling requires 
that outcomes are independent. On first thought, it would seem untenable to 
assume that health outcomes occurring over time meet this requirement. For 
instance, the effects of social and environmental conditions are likely to persist 
at least in the short run. Poisson regression also assumes that the popUlation 
subgroups are homogeneous with respect to the risk of adverse health outcome. 
This is another questionable assumption since the occurrence of, say, asthmatic 
or cardiac attacks do not occur at random but have predictable precursors and 
known patterns of risk. 

In this context, two points need to be emphasized. The first is that the ordinary 
Poisson regression model requires that the study population meet the criteria of 
no overdispersion and heteroscedasticity conditional on the covariates. One 
effective way of removing overdispersion is to transform the data to a square 
root scale; this stabilizes the variance of the observed counts. The inclusion of 
time-dependent covariates may well result in conditional independence and help 
to define strata of homogeneous risk. Secondly, the Poisson regression allows 
the analysis of aggregate data to be comparable with the analytical methods used 
in cohort and case-base studies. Thus, although autoregressive TSA has been 
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promoted as the preferred method in analyses of sequential observations over 
long periods of time, it may equally be argued that Poisson regression provides 
a simple and viable alternative. 

The minimum requirements for epidemiological studies using aggregated 
temporal data (or time series studies) to be informative - are basically the same 
as those required for any valid and precise epidemiological study. Inadequacies 
in the data base, the sheer complexity of interactions among relevant variates, 
and other essentially non-methodological issues all contribute to the problem of 
inferring the dose-response relation between pollution and health. The 
HEADLAMP approach, however, avoids some of these problems by relying on 
established relationships, which are then applied at a local or national level to 
make inferences about excess risks. Thus it is not necessary to speculate on the 
biological mechanisms behind any associations found. Even within this 
framework, however, methodological difficulties may still arise. Appropriate 
application of statistical methods therefore needs to deal with the specific 
characteristics of time-series data on pollution and health. 

A major drawback of a time-series design is the possible presence of unmeasured 
confounders. However, time-series studies of short-term effects, which use long 
series of short-interval data (e.g. days), often minimize such errors. An 
important feature in temporal studies using aggregated data is that the population 
being followed serves as its own control over time. Thus, possible confounders 
are only influential if they vary over the small time-intervals involved (e.g. from 
day to day). Such variations may certainly exist, for example in meterological 
data, but these can usually be accurately measured and easily taken into account 
in the analysis. 

While autoregressive O1odelsare often seen as~e:i~r~rerred;method 
for advanced time series analysis, Poisson regression. offers a, sImple 
and viable alternative, .... 

4. RISK ANALYSIS 

4.1 Introduction 

Increasingly, authorities at the local, national and international level are faced 
with difficult decisions which involve weighing the social and economic benefits 
of technology against the health and environmental costs involved (McMichael, 
1989). If these decisions are to be made on an informed basis, they require that 
health effects can be quantified. Often, indeed, some form of quantitative risk 
assessment (QRA), is necessary for regulatory purposes. Moreover, because the 
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results of such assessments are often presented as a single number (for example, 
excess number of exposed disease cases), they give the appearance of scientific 
certainty and simplicity, both of which make the methods appealing to decision­
makers. In practice, however, the ability to quantify the health effects of 
development is often limited and valid methods of risk assessment are both 
complex and uncertain. Methods of QRA, for example, are highly dependent on 
a series of assumptions and subjective choices which can have critical effects on 
the resulting risk estimates. Considerable care is therefore necessary in both 
using and interpreting results of QRA. 

QRA can be defined as the application of a statistical relationship between 
exposure and the associated health outcome to assess either the health risk to a 
popUlation or the exposure level associated with a given risk. Thus, two main 
types of quantitative risk estimate can be distinguished: risk analysis (RA), which 
involves computation of the risk corresponding to a given level of exposure/dose 
- for example, expressed in terms of excess risk or the number of extra disease 
cases and what is sometimes called hazard analysis, which involves 
calculation of the exposure/dose corresponding to a given level of risk -- for 
example, the exposures estimated to cause adverse health outcomes in a certain 
percentage of exposed subjects. 

QRA may be also applied at two different scales. Individual risk refers to the 
probability that an individual will develop a disease as a result of exposure in 
a specified time period. Population risk or disease burden refers to the expected 
number of cases of disease attributable to exposure in the population under study 
in a specified time period. These two measures may have different regulatory 
implications: the regulatory authorities may wish to evaluate either the risk to 
individuals who are exceptionally highly exposed or that to a large popUlation 
whose average exposure could be much lower. 

4.2. Uses and Limitations of RA 

Risk analysis is not a true linkage method in the sense that local health data are 
not utilized. Instead, it uses a predefined association between exposure and 
health outcome to determine the risk to an exposed population. The relationship 
between exposure and health is usually derived from independent studies, either 
within the study area or, more commonly, elsewhere. 

The particular advantage of risk analysis is thus that it can be applied in areas 
where insufficient health outcome data are collected to allow the relationship 
between exposure and health to be locally determined. By the same token, risk 
analysis methods are the least resource-intensive, the easiest and the fastest to 
use of all the methods considered here. The success of the risk assessment 
process, however, depends on a number of issues such as the choice of the risk 
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prediction models and the adequacy of exposure assessment. All of these are 
subject to large uncertainties, though the exact form and magnitude of these 
problems vary depending on the particular context and purpose of the analysis. 

Risk analysis provides a relatively easy and rapid method of 
environmental health analysis, but the success ofsuch .. assessments 
depends heavily on the' validity of theriskprediction models. and 
exposure· estimates used.. .... 

One of the most important difficulties in QRA lies in obtaining reliable estimates 
of the exposure-response relationship. Results from epidemiological studies of 
one population cannot always be directly applied to others, due to differences in 
the range of exposures involved, in the methods of exposure estimation used, in 
the socio-economic contexts in which exposure occurs and in the baseline status 
of the populations concerned. A relationship for exposure to air pollution 
derived from a developed country or city, for example, is likely to underestimate 
the risks in developing countries, where the baseline health status is poorer 
(Ostro, 1994). Similarly, differences in the way in which exposure or health 
outcome are defined or measured in different areas (e.g. in the design of the 
pollution monitoring network, the specific definition of the pollutants measured, 
or in diagnosis) may make it difficult to transfer relationships from one area to 
another. 

Particular care is also needed where the health outcome of concern is potentially 
related to more than one exposure. Both particulate matter and S02' for 
example, are known to contribute to respiratory diseases. In many areas, levels 
of the two pollutants are also highly correlated. When modelling the 
contribution of both, only one variable will remain statistically significant - the 
effect of the second will be subsumed within the first. When modelled 
separately, on the other hand, they may both show significant associations with 
health outcome. Summing these separate estimates of the effects will clearly 
exaggerate the estimated effect (e.g. the likely number of cases). Ideally, 
therefore, some measure of the combined effect should be obtained, by adjusting 
for the effect of the second exposure. In practice, this is often difficult, and in 
these cases a more conservative approach is to use only one measure of exposure 
- perhaps the one with the more complete data set. 

A further source of uncertainty in QRA is the presence of population 
heterogeneity. In environmental health linkage analysis, risk factor data are 
usually collected and presented at high levels of aggregation. Aggregated risk 
estimates of this type can only be extrapolated back to the individual level if the 
population concerned is homogeneous. In reality, homogeneity within any 
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population rarely if ever exists. Unrecognized risk factors may be expected to 
subject different people to different background disease risks. As a result, 
individual risks may differ substantially from those implied by the aggregated 
data. Usually, variance estimators tend to be upwardly biased when risks are 
heterogeneous, rather than low. In undertaking a risk analysis, therefore, one 
should always check for hidden heterogeneity before presenting aggregate 
population statistics. If heterogeneity is discovered, then population risk 
estimates based on the aggregate data may be misleading. The populations 
should either be subdivided into more homogeneous subpopulations, or the 
statistics should be presented with due cautions for interpretation. 

Uncertainty in risk assessments should always be recognised,and 
estimatesofen:vironmental· risks should always beac;cdrn:paniedby 
explicit estimates of the confidence interval or range estimate . 

.... 

4.3 Presentation and Interpretation of Results 

The results from any risk assessment clearly need to be communicated to the 
decision-maker in an appropriate form. This implies that the results are both 
clearly presented, yet also suitably qualified with regard to their reliability. The 
interpretation of the results, both by the risk assessor and the risk manager and 
later by the governmental and non-governmental organizations as well as the 
general public, may be critically dependent of the methods used to present the 
results. This is especially crucial in linking environment and health data since 
the decision-makers may not be well versed in the specialized statistical methods 
used. Moreover, there is the need to present the linkage results in such terms 
that they can be easily transformed to inputs for a societal or an individual cost­
benefit analysis, or disseminated to other stakeholders (e.g. the public). 

At present, there are no standardized procedures for analysing and presenting 
results from linkage analysis. To a large extent, this reflects the many different 
methods used to analyse the data, and the inherent differences in the data 
themselves. As a result, a standardized approach for the linkage analysis of 
environmental health data is often neither feasible nor necessary. It may not be 
feasible because of unresolvable differences in the data or methods available; it 
may be unnecessary because the study concerned does not involve comparisons 
across different areas or periods. 

Standardization of methods is nevertheless beneficial insofar as it facilitates 
comparability. The diversity of analytical techniques so far applied in time 
series studies of air pollution and health, for example, has tended to hinder direct 
comparisons of the results, and made it difficult to derive general estimates of 
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exposure-effect relationships (e.g. from a meta-analysis). Lack of 
standardization also makes it difficult to verify the results of individual studies 
(e.g. by comparison with studies elsewhere) and reduces the opportunities to re­
use the data at a later date. Standardization thus offers the possibility of 
obtaining added value from the data, and thus of improving the cost­
effectiveness of data collection. One of the rare attempts to establish 
standardized procedures for time series analysis was the ED-funded APHEA 
project. This developed a standardized methodology to analyse data from 15 
cities, representing a range of social, environmental and air pollution conditions 
across ten countries (Katsouyanni, 1995). 

It is beyond the scope of this chapter to discuss how best to present the results 
of usual statistical analyses - they are well covered in many textbooks (e.g. 
Gore and Altman, 1982). Neither will the technicalities in quantifying human 
health risks be considered here they have been described in books on risk 
assessment (e.g. Cox and Ricci, 1989). It is, however, useful to examine some 
of the general issues involved in the presentation of the results of linkage 
studies, as a basis for better informing the decision-maker. 

The result of most interest to the health agency or risk manager in arriving at 
a decision is usually the quantitative estimate of risk. It is this risk estimate 
which provides the platform for subsequent policy action. In this context, two 
quantitative measures of risk are widely used: 

• increased individual risk - the increased likelihood of an individual 
experiencing a specified health effect; and 

• disease burden - the number of excess cases of the specified health effect 
("body count"). 

Table 5.1, for example, shows the average worklife risk of lung cancer for an 
individual exposed to silica, while Table 5.2 shows the excess numbers of lung 
cancer in the exposed population for both the currently prevailing exposure 
levels and for the lower control limits. To provide some perspective, the results 
of risk assessment are often expressed as small decremential risks. Thus, a risk­
analyst might interpret the results of Table 5.2 as follows. Introduction of -
and adherence to - an exposure standard of 0.2 mg·m·3 would produce a 12% 
reduction in the excess number of lung cancer cases. Alternatively, if the 
exposure standard was set at 0.1 mg·m·3

, a 36% reduction would be predicted. 
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Table 5.1 Average risk oflung cancer for silica-exposed men employed from 
age 20 to 60 years. The predicted numbers and their associated 
95% confidence levels are given separately for the currently 
prevailing exposure levels and for exposure levels up to 0.1 and 0.2 
mg'm-3 , 

Ex~utelevel 
.... 

Estimated rIsk·(%) 95% cofindellce I . 

••••••••••••••••••• 

F. interval (%) 
... . .. ..•.. 

Current 0.47 0.08-1.10 

::; 0.2 mg'm,3 0.42 0.08-0.90 

::; 0.1 mg'm,3 0.30 0.06-0.59 

Source: Nurminen et al. (1992) 

Table 5.2 Excess numbers of lung cancer in a dynamic population of 136,400 
men exposed to silica in a 40-year follow-up period. The 
population was assumed to be stationary with respect to duration of 
exposure and age distribution. The predicted numbers and their 
associated 95% confidence intervals are given separately for the 
currently prevailing exposure levels and for exposure levels up to 
0.1 and 0.2 mg'm-3 

Exposure . leYi'll Estimated number 95% confidence 

•• 

interval 
..... ., . 

Current 630 120-1320 

::; 0.2 mg'm-3 550 110-1090 

::; 0.1 mg'm,3 410 90-780 

Source: Nurminen et aI. (1992) 

The methods used for risk estimation inevitably give only approximate 
projections of risk, for they usually involve a myriad of assumptions, which 
cannot easily be verified. The presentation of simple point estimates of the 
expected risks and excess numbers thus tends to give a misleading impression 
of precision. Instead, it is important to provide clear information on both the 
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assumptions and limitations involved. Cox and Ricci (1989), for example, 
suggest the following guidelines for the presentation of risk estimates: 

• Risks should be presented in a sufficiently disaggregated form (showing 
risks for different subgroups) so that key uncertainties and heterogeneities 
are not lost in the aggregation. 

• Confidence bands around the predictions of statistical models are useful, 
but uncertainties about the assumptions of the model itself should also be 
presented. 

• Both individual risks and population risks should be presented, so that the 
equity of the distribution of individual risks in the population can be taken 
into account. 

• Any uncertainties, heterogeneities, or correlations across individual risks 
should be identified. 

• Sensitivity analyses should be used to assess the effects on estimates of the 
key assumptions involved. 

Linking environmental exposures to health outcomes is frequently achieved 
through the use of a regression model - for example, a multiple logistic 
regression. Whatever method is used, presentation of results after allowance for 
covariates should be in a form similar to that which would be used if no 
covariates were included in the risk function. Merely quoting the coefficients 
from the logistic model does not achieve this and is in any case artificial, since 
the logit transformation would not be necessary if there had been only the one 
risk factor of interest, and no covariates. This does not mean that the risk-odds 
ratio would not be useful as an auxiliary parameter in risk modelling. The 
analyst should, however, also provide more informative measures of exposure 
effect, such as the absolute excess risk (risk difference) or the relative excess 
risk (risk ratio minus one)(see Nurminen, 1995). 

. . ... 
Whatever method is used for risk modelling, presentation ofresults 
after aUowancefor covariates should be in a fonn similar to that 
which would be used jf no covariates were inclUded.. 

A minor, yet more than cosmetic, point in presentation of results from risk 
analysis is the number of significant figures. In this context, the inherent 
precision of the results needs to be acknowledged. It is not sensible, for 
example, to give a result as "531.35 expected disease cases per year" when the 
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probable range is from zero to 1100. It might even be better not to give a single 
point estimate, but only to indicate the approximate confidence bounds. In 
presenting the results of a meta-analysis, the overall mean value can be shown 
along with the ranges for the lower and upper confidence limits. 

Risk analyses frequently present information in terms of probability measures. 
Probability distributions can be difficult for a nonspecialist to interpret. While 
a plot of cumulative incidence rate (estimates of risk) allows one to read the 
median (and the percentiles of the distribution), the mean value cannot be 
determined from the plot. To avoid misinterpretations, therefore, it is important 
to present a plot of the cumulative distribution together with a graph of the 
incidence density curve, using the same horizontal scale, and to show also the 
mean risk on both curves (Ibrekk and Morgan, 1987). 

To be of use for health policy making, epidemiologic data often need to be 
interpreted. Traditional epidemiology is mostly concerned with the increased 
incidence associated with exposure to a risk factor, whereas policy-makers are 
more interested in the reduction of risk after the cessation of exposure. The 
importance of a risk factor for the incidence of a disease in a population is 
usually expressed as the aetioiogic fraction the proportion of the total 
incidence of the disease that can be attributed to that risk factor in the 
population. This indicates the proportion of incidence that could be prevented 
by the total elimination of that risk factor within the population. 

In practice, prevention measures are rarely able to eliminate completely the 
prevalence of an environmental risk factor. As a result, a more useful measure 
is the potential impact fraction (Morgenstern and Bursic, 1982). This indicates 
the incidence that is avoided by a preventive intervention as a proportion of the 
incidence that would have occurred in that population without intervention. The 
potential impact fraction can be calculated when the prevalences of exposure to 
a risk factor in the population and the corresponding incidence density ratios or 
risk ratios are known. 

In the traditional epidemiologic literature, the term potential impact fraction is 
often used to imply an immediate elimination of excess risk after termination 
of exposure. In reality, this risk reduction may take many years to achieve, due 
to the lag effects involved. Ideally, therefore, estimates of effect should 
incorporate a time dimension. For this purpose, a methodology based on the 
preventive impact fraction has been developed (Gunning-Schepers, 1989). This 
comprises a computer simulation model, PREVENT (Gunning-Schepers et al., 
1993), that can estimate the health benefits for a population of changes in risk­
factor prevalence. Results are presented in graphical or tabular form and 
include: the intermediate output variates aetiologic fraction, trend-impact 
fraction, and potential-impact fraction; and the final output variates - disease­
specific mortality, total mortality, disease-specific mortality difference, potential 
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years of life gained, actual years of life gained, survival curves, and life 
expectancy at birth. 

A preventive intervention programme is often difficult to sell politically since 
its effects take so long to become apparent. Indeed, in many cases, the effects 
are not expressed as real reductions in risk because of the demographic changes 
in the target population over time. This does not mean that prevention will have 
no beneficial effect. It does mean, however, that in order to see the effects it 
is important to show what would happen without the preventive intervention, and 
not merely to compare predicted effects with the current level of mortality. The 
potential utility of simulation models such as PREVENT in this respect lies in 
their ability to provide more precise quantification of effect estimates over time, 
and to take account of multiple risk factors and possible effects of demographic 
changes on the effects of intervention (Gunning-Schepers et aI., 1993). 

The ideal measure of the health impact of a change in enVironmental 
exposure is the percentage of the incidence of a disease thatwould 
haveoccllrred in the population without the change . 

... 

Although risk estimates produced by risk analysis have traditionally been used 
as the justifiable basis for regulating risks, the public's perception of risk is 
much broader than the "body counts" on which the quantitative risk assessments 
have focused. The public frequently misperceives risks because of the biases 
in the information to which they are exposed (e.g. the news media, government 
reports, industry reports). The public also perceives risk in a much wider 
context than that used in environmental epidemiology perceptions reflect 
dread of the unknown, social and political impact, outrage and stigma. This 
difference in risk perception calls for two-way communication between the risk­
analysts, risk-managers and other policy-makers, on the one hand, and the 
general public on the other (Morris, 1990). Useful guidelines and suggestions 
on how to communicate results of risk analysis to the public have been published 
by the U.S. Environment Protection Agency (Covello and Allen, 19&&). These 
list "cardinal rules" for effective risk communication. In addition, a useful guide 
designed for industrial plant managers is available (Covello et al., 19&&), which 
describes the technical information to be presented and provides guidelines for 
explaining risk-related numbers and risk comparisons. 

5. GEOGRAPHIC INFORMATION SYSTEMS 

5.1. Introduction 

Analysing the links between environment and health is, by its very nature, a 
spatial problem. Levels of risk vary geographically in response to variations in 
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environmental conditions; health outcome and associated levels of need and 
health support vary as a consequence. Many of the questions facing the 
environmental epidemiologist and policy-maker are thus inherently geographical, 
and spatial analysis and mapping are vital components of their work. In 
research terms, they provide an important step in both the formulation and 
testing of hypotheses about links between environment and health. In policy 
terms and thus in the context of HEAD LAMP ~ they are a valuable means 
of directing policy to areas and problems of greatest need, and of monitoring 
policy performance and effects. 

Until recently, spatial analysis and mapping in environmental health could only 
be carried out manually, or using relatively simple mapping packages. Over the 
last ten years, however, the capability for spatial data manipulation has been 
revolutionized by the development of geographical information systems (GIS). 
GIS can simply be described as systems for the collection, storage, manipulation 
and display of spatially-referenced data. As such, they have not only made 
mapping and many spatial analytical techniques much easier, but have also 
stimulated a wide range of new research into spatial operations and concepts that 
has greatly advanced our understanding of how to analyse and interpret spatial 
phenomena GIS thus provide an increasingly important tool for environment­
health linkage studies. 

Establishing a GIS for environment-health applications is nevertheless far from 
easy. Since they were first developed in the 1970s, a wide variety of GIS have 
been developed. These differ in terms of their cost, functionality, complexity, 
power, underlying data models, and hardware and data requirements. The direct 
costs of GIS have declined rapidly in recent years, but the indirect costs - in 
terms of data acquisition, data cleaning and quality control, training and changes 
in operational structure of the organisation - can be substantial. In selecting 
and purchasing a GIS, therefore, particular care is needed to ensure that it can 
not only perform the tasks required with the types of data available, but that the 
system can be properly supported over time. This clearly implies the ability to 
foresee in advance both the uses and users of the GIS. 

In choosing a GIS it is important to ensure that the system can 
perform the tasks required, with the types of data available, and that 
the necessary resources are available to support and use the system 
effectively. 
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5.2. GIS Applications in Environmental Health 

In the context of environment-health linkage studies, GIS offer a range of 
important capabilities. One of the most useful is the facility for efficient map 
generation. Digital data are captured either by digitizing or scanning, cleaned 
within the GIS to remove errors, and converted into map form. The wide range 
of display facilities available in GIS provide great flexibility in map 
representation and style, both as hard copy and on screen. Advanced search and 
retrieval facilities are also available, which allow maps to be interrogated 
interactively (e.g. to identifY subsets of data based upon locational or other 
attributes). Many systems also provide limited statistical functionality, enabling 
results to be summarized in graphical or tabular form. Together, these make 
GIS highly influential systems for data presentation. This very persuasiveness 
is also a danger, however, for it can allow weaknesses in the underlying data or 
models to be easily disguised or overlooked. Maps are also subjective 
instruments; the message given by any map is dependent in part upon the way 
that the map has been compiled (e.g. map scale, projection, the class intervals 
or symbols and colour schemes used for mapping). For all these reasons, great 
care must be taken both in presenting and in interpreting results using GIS. 

9ISprovide powerful. and influential methods for data presentation. 
Because of their great potential for persuasion, however, it is· 
essentiaIto ensure that the resuItspresented are based uponre1iable 
data and well-validated models, and that the means of presentation 

. areas objective as possible. 
. 

In many cases" the generation of maps of environmental risk or health outcome 
involve more than simply the display of digital data. They also require some 
degree of spatial data transformation and analysis. One of the most useful 
techniques in this respect is spatial interpolation. This is often needed in two 
circumstances: to derive area coverages (Le. continuous surfaces) from point 
data (e.g. to map air pollution based upon data from a network of monitoring 
stations); or to estimate conditions at un sampled sites (e.g. to estimate ambient 
pollution concentrations at the places of residence of cases and controls). 

Modem GIS provide a range of spatial interpolation techniques, which can be 
classified in different ways. A common distinction is between proximal, local 
and global methods. Proximal interpolators (e.g. voronoi polygons) are the 
simplest in concept: they assume that the best estimate of the value at any 
unsampled point is provided by the nearest measured point. They thus assign 
the value of the nearest measured point to all intervening locations. Local 
interpolation methods fit regionalized functions through the points. They include 
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methods such as kriging and contouring. Global interpolation methods comprise 
those which fit a single mathematical function to all the data points - for 
example trend surface analysis. A distinction can also be made between 
mathematical interpolators and exact interpolators. The former fits smoothed 
surfaces through the data points. Exact interpolators fit surfaces which pass 
through the data points. The performance of the different interpolation methods 
depends upon a number of factors including the nature of the underlying spatial 
variation in the phenomenon under consideration and the sample density and 
distribution. In general, however, local methods of interpolation are to be 
favoured over global methods because they are more sensitive to local variations 
in the data and thus do not produce as much smoothing of the modelled surface. 

Maps are a valuable means of presenting spatial data on environment and health, 
but the information they contain is not always immediately apparent. Map 
analysis is therefore an important step in the linkage of environment and health 
data. Its aim should be both to examine the integrity of the individual maps, 
and to determine whether any spatial variation or pattern actually exists. If no 
significant variation is discernible, there is clearly nothing to explain. 

Two important approaches in this respect are the search for health clusters and 
map-smoothing. As yet, the use of GIS for map-smoothing has been limited 
though Briggs et al. (1993) used map-smoothing techniques within a GIS to 
analyse infant mortality in Huddersfield, UK, and Elliott et al. (1995) used 
similar methods to examine variations in respiratory health in schoolchildren. 
The use of GIS for cluster searching has received rather more attention. 
Openshaw et al. (1987), for example, constructed what they referred to as a 
Geographical Analysis Machine (GAM) for cluster identification. This 
systematically constructed buffer zones around a fixed lattice of points in the 
study area. If the number of observed cases exceeded an expected number then 
a circle was drawn. Following repeated scanning with circles of different radii, 
the results were mapped, and locations which provided the focus for a large 
number of overlapping circles identified The method attracted considerable 
criticism, not least because it involves double-counting of individual cases and 
because of the difficulty of analysing the resulting maps, and a number of more 
robust approaches have thus been proposed (e.g. Besag & Newell 1991). These, 
however, have not yet been integrated into GIS. 

GIS also clearly offer the opportunity for the spatial linkage and comparison of 
environmental and health data. The methods used depend to a large extent upon 
the measures of risk available. Where maps of pollution are available, it is 
possible to compare these directly with health outcome, using either overlay or 
point-in-polygon procedures. Where pollution or exposure has not been mapped, 
alternative indicators of risk may be used, such as the location of the emission 
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source. Analysing the links between pollution and health solely on the basis of 
distance from emission source is clearly an uncertain process. In general, 
stronger inferences can be drawn when a map is available of pollution level. In 
these circumstances, the pollution map may be used as an indicator of exposure, 
and compared to health outcome. 

At its simplest, this may be achieved by overlaying health and pollution maps. 
From this, statistics can be compiled which compare the level of pollution with 
the standardized health outcome (e.g. SMR). A major difficulty of this 
approach, especially when applied to aggregated health data, is the mismatch 
which normally occurs between the spatial structure of the health data and 
pollution data. Overlay of health and pollution data either in point or area 
form - also inevitably faces severe problems of confounding and effect 
modification (see Chapter 4.2.3). Unless these are taken into account, naive and 
misleading inferences may be drawn from simple map comparison. 

As this implies, particular attention needs to be given to the quality of the data 
used in GIS. The problems lie not only in the source data themselves, but also 
in what happens to the data during GIS analysis. Linking different data sets to 
provide spatial coverages, or overlaying them to derive new information, for 
example, may generate complex and unseen error surfaces. Data quality control 
is thus of the utmost importance. The old adage of garbage-in-garbage-out is 
as true in GIS as in any other form of data analysis, but often less apparent 
because of the sophistication of the output, and the hidden complexity of the 
analytical operations involved. 

Many of the operations performed by a GIS are run routinely with no 
transparency to the user. To integrate in one single output map the information 
coming from input maps from different sources each characterized by their own 
error structure can be hazardous and lead to error propagation. Other GIS 
operations, such as changes in the spatial resolution of a map or the 
discretization of continuous phenomena, are run routinely within a GIS context 
and yet can change substantially the results of any statistical analysis. Using 
data at too large a scale may simply be inconvenient; using data at too small a 
scale adds uncertainty and error to our analyses, and may generate false 
conclusions. Users therefore need to understand the spatial limitations of the 
data available in their GIS. 
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Decision-making in Environmental Health 

E. Schwartz a & C. Corvaltinb 

1. INTRODUCTION 

Environmental health and epidemiology aims at preventing needless morbidity 
and mortality by protecting people from unnecessary exposure to environmental 
hazards. Unfortunately, despite the increasing knowledge about potentially 
harmful exposures that is embodied in a rich and expanding literature in 
environmental epidemiology, preventive action is often slow to materialise. The 
mismatch between knowledge and application or translation is often most acute 
in developing countries, where environmental and occupational exposures exceed 
national and international guideline levels by a considerable amount, yet where 
corrective action to control these problems is limited. 

To reduce this growing deficit of action, results from environmental 
epidemiologic studies neeq to be translated more effectively and efficiently into 
public health practice. This requires that the epidemiologist provide the right 
type of information, and communicate it to the decision-maker in an easily 
understandable form. Better tools to help the decision-maker use the available 
epidemiological data also need to be developed. 

Decision-making involves choosing among alternative ways of meeting 
objectives (Warner et al., 1984). Implicit in this definition is the notion that 
there are a number of alternatives, and that their effects can be measured or 
estimated. This, in tum, implies that there is adequate information to make an 
informed choice. Decision-making, however, is rarely about single objectives. 
Often a number of competing or conflicting objectives may exist. In the context 
of public health, for example, the objective may be not only to protect or 
improve health status, but also to maximize productivity and reduce costs. 
Moreover, there may be limited or inadequate information on the potential 
impact or costs of various lpolicy alternatives or even on what policy options 
are available. Together,this uncertainty and conflict often produces diverse 
conclusions about the "blllst alternative" when viewed by different observers. 

HEAD LAMP aims at providing the necessary tools for the management of 
environmental health problems. The main contribution of HEAD LAMP to the 
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decision-making process is in the creation and improvement of the information 
base required by those responsible for defining the policy actions needed to 
avoid or reduce adverse environmental health effects. Within this context, the 
development and use of environmental health indicators is fundamental to the 
decision-making process, for these provide the information on the state of, and 
trends in, environmental health that is essential for policy-related action and for 
monitoring the effects of policy implementation (WHO, 1994). 

2. PUBLIC HEALTH PLANNING AND PRIORITIZING 

Within the context of decision-making, an important distinction needs to be 
made between decisions (products) and the techniques (process) used to make 
them. Decisions are the final judgments regarding what actions should or should 
not be taken. Techniques refer to the methods used to reach a decision. These 
may take a variety of forms, including public debate, expert consensus 
conferences (e.g. Delphi techniques - Richey et al., 1985), algorithms or 
decision-trees (e.g. as part of a rule-making procedure), knowledge-based or 
expert systems, and mathematical modelling (Cross et ai, 1995). Implicit in 
decision-making is a value system. For example, two common values systems 
focus on maximizing equity or utility. The egalitarian approach seeks to attain 
equal risks borne by all sectors of the popUlation: on a global scale, this would 
require parity, for example, in the infant mortality rate among all nations; within 
a country, it would mean similar rates among different geographic or 
demographic groups. The utilitarian approach seeks to minimize risks or costs 
and, at the same time, maximize the benefits. Because this approach only places 
value on maximizing output per unit input, it is possible that inequalities in 
health between population groups may be produced or even accentuated. 

The most common use of public health decision-making is in the process of 
planning and prioritizing public health programs. Planning involves three main 
steps: determining the current status of the programme (where we are now); 
determining the ultimate objectives of the programme (where do we want to be); 
and determining how we can get from where we are to where we want to be. 
Prioritizing involves valuing or ranking a set of possible programmatic 
alternatives; for example, choosing where to allocate resources, in what order 
to undertake a range of tasks, or which approach to adopt in any situation. 

Epidemiology can contribute much of the information needed to accomplish 
national public health planning and priority setting. Epidemiological criteria, for 
example, are commonly used for evaluating programmes - for example, in 
terms of their effects on exposure or expected health outcome (e.g. prenatal care 
or infant mortality). In these cases, however, considerable care needs to be 
taken in selecting the epidemiological criteria used, since this choice is itself 
often value-laden (Schwartz, 1987). The use of relative outcome measures (e.g. 
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relative risk), for example, implies emphasis on equity considerations, for these 
will identifY populations that experience higher risk than the comparison groups. 
Nevertheless, this approach may not necessarily produce the most effective use 
of resources if, for exampl(;!, a disproportionate effort is needed to reduce risks 
in a relatively small high-risk group. 

In contrast, use of a criterion such as the marginal number of avoidable cases or 
deaths seeks to maximize the impact of the intervention, providing the greatest 
good for the greatest number of individuals (a utilitarian goal). In many cases, 
more complex and subtle values may be inherent in the criteria used: potential 
years of life lost (PYLL), for example, used either as a relative or absolute 
measure, implicitly places greater weight on younger populations. 

Each of these measures wiH clearly tend to produce different results in any given 
situation. As a result, the decisions taken are highly dependent on the 
epidemiological criteria used. This, in turn, means that the public health agenda 
will be a function of the epidemiological measures used to inform decision­
making (Schwartz, 1987). The amount and type of information available is 
therefore a major driving force for policy. 

3. COMMUNITY ·BASED APPROACH VERSUS TARGETING 

The goal of a community-based intervention is to shift the entire distribution of 
a risk factor (e.g., blood-lead level, hypertension) towards the desired target level 
(Figure 6.1). The extent to which any action will achieve this goal depends on: 

the shape of the dose.response curve, 
the likelihood that small decrements in exposure will produce concomitant 
changes in the outcome of individuals, and 

• the marginal degree ~f preventability at various levels of exposure. 

The existence of a non-linear dose-response curve or "threshold effect", for 
example, might yield very different beneficial results for a given intervention 
targeted at different levels of exposure. Equally, targeting the highest risk 
groups (those in the upper tail of the distribution curve) might be more difficult 
or more expensive than focusing on other segments of the distribution - for 
example, aiming a campaign to reduce smoking at long-term, "hard-core" 
smokers is likely to be less ¢ost-effective than focusing an intervention on those 
smokers who recently took up the habit. 
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Fig. 6.1 The goal of a community based intervention 

4. PARADIGMS AND TOOLS FOR DECISION-MAKING 

Decisions are taken within both a social and a technological context. They are 
influenced by the belief systems of those who make decisions, and those for 
whom the decisions are made, and by the various external (e.g. political and 
cultural) pressures to which those involved may be subject. They may also be 
supported and guided by a wide range of techniques and tools. 

An inherent belief in the primacy of the environment, for example, may mean 
that a decision-maker is willing to rely solely on exposure data, without 
reference to evidence of associated adverse human health outcomes. In this 
cont<:xt, any increase in environmental pollution is likely to be seen as 
intrinsically bad, and adverse effects on health will be assumed. A commitment 
to the protection of scarce natural resources or to securing the environment for 
future generations, or simple distrust of science and modem technology all 
may underlie such belief systems. 

In contrast, many decisions are taken within a more strongly "accounting" or 
"optimization" frameworks. In these, risks and health gains, or costs and 
benefits, are seen as transferable commodities that can be set against each other. 
Various approaches have been developed within recent years based on this 
principle. 

4.1 Risk Trading 

Risk trading (or risk substitution) represents willingness to trade-off different 
risks in the search for an optimal or acceptable solution. This is based on 
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recognition that almost any decision is likely to produce a range of different, and 
often conflicting effects, that need to be compared. One example of the 
application of risk trading is provided by the effects of reducing the use of 
chemical preservatives in food or water. Prohibiting the use of nitrates as a food 
preservative because of their potential for increasing cancer risk, for example, 
must be weighed against the increased risk of Clostridium botulinum, a bacteria 
that causes a potentially fatal form of food poisoning. Similar examples occur 
in many other areas of public health and environmental management for 
example, chlorination or fluoridation of water, use of pesticides, use of nuclear 
energy for power generation and others (de Koning, 1987). 

In all cases, the tradeoffs involve some form of weighting of the different effects 
which are perceived. These weights are inevitably difficult to defme, and tend 
to vary between different groups of people, and even between individuals, 
depending upon both personal and contextual factors e.g. economic status, 
age, religious or other belief systems, level of education and past experience. 
The tradeoffs are thus far from universal, and they commonly engender conflict 
between the different stakeholders involved - for example, when interventions 
designed to maximize public health benefits require restricting an individual's 
right to privacy (e.g., compulsory vaccinations, use of seat belts, motorcycle 
helmets, STD contact tracing, etc). 

The weights and preferences implied in risk trading are also difficult to assess. 
In recent years, methods of contingent valuation have been widely adopted in 
environmental science for this type of assessment. This involves asking 
respondents to evaluate (using some agreed scale or currency) alternative 
scenarios or outcomes. Similar preference methodologies can also be applied in 
the context of environmental health. People living near a smelter, for example, 
state their preferences between achieving lower environmental arsenic levels (by 
ceasing smelter operations, with potential adverse economic impact) or 
maintaining current levels in the face of risk of future lung cancer. In making 
the valuations, people are likely to be influenced not only by the direct 
environmental and health b¢nefits on offer, but also by the potential economic 
and social effects e.g. loss of employment and impacts on the local 
community. 

In practice, however, these preference valuation methods are extremely difficult 
to apply in a rigorous and reproducible form, for responses depend to a great 
extent upon what information and supporting evidence is supplied to the 
respondent, how this information is presented, and even the emotional state of 
the person at the time. As ~ result, valuations may be highly unstable and open 
to manipulation. Moreovdr, the valuations obtained by such methods do not 
always seem to translate linto personal action when the opportunity arises, 
implying that they do not give reliable measures of deep-seated preferences. 
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4.2 Cost-Benefit Analysis (CBA) 

As its name implies, cost-benefit analysis is a process to weigh the benefits of 
an intervention against the costs by assigning monetary values to both. In the 
area of environmental health, it could, for example, be used to evaluate proposed 
measures to reduce air pollution. The costs of these measures - in terms of 
both the direct costs of policy implementation and the indirect costs such as 
reduced industrial profits - would first be assessed. These would then be 
compared with the sum of the benefits (e.g. reduced costs of medical care and 
environmental remediation, improvements in productivity, avoided pain and 
suffering and environmental improvements. The ratio of the two would then be 
used to assess the viability of the policy, or to compare it with other possible 
strategies. 

One example of the use of cost-benefit analysis is the recent study in the USA 
which examined the social benefits of reducing lead exposure (Schwartz, 1994). 
This estimated that a 1 ~g/dl decrease in the mean blood-lead-level 
concentrations in children would produce at least $5 billion per year in benefits. 
Saved costs included medical costs and the costs for remedial education. A 
major estimated benefit was due to increased lifetime earnings reflected by 
increased IQs. Among adults, benefits included the reduction of lost wages due 
to hypertension, heart attacks, strokes and premature mortality. Similarly, 
Jarman (1994) estimated medical costs and absence from work due to road 
traffic in Oxford, UK totalled about £ 18 million/year. 

Cost-benefit analysis has a long pedigree, and is widely used in many different 
policy areas. In many cases, it is a mandatory part of the policy process. 
Nevertheless, it faces many conceptual and practical problems, which may limit 
its acceptability in the area of environmental health. One of the most important 
is the difficulty in obtaining full estimates of costs and benefits. Clearly, if this 
is not done, the cost-benefit ratio is likely to be misleading, in that it is based 
upon only a partial view of the impacts involved. The problem is often most 
severe with regard to the benefits, many of which are intangible, remote and not 
easily converted to monetary values. Various methods have been developed to 
resolve this difficulty. One of the most widely used is hedonic valuation, which 
assesses people's "willingness to pay" for the benefits available (e.g. reduced 
risks or improved quality of life). These are normally based on surveys of the 
stakeholders involved. The extent to which such methods provide true estimates 
of the long-term social value of the benefits involved is, however, dubious, not 
least because many of the benefits may accrue to future generations or to 
sections of society (e.g. immigrants) not included in the survey. Moreover, these 
methods are only applicable to those costs or benefits which are both recognized 
by the analyst and are perceivable by the stakeholders concerned. In the case 
of new risks (e.g. health risks associated with biotechnology), lack of 
understanding and experience undoubtedly limits the ability of the public to 
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make meaningful valuations. For this reason, valuations may also be highly 
susceptible to influence and manipulation, either by the media or by the way in 
which the questions are posed. As noted earlier, the public tends to perceive 
risk in a very broad and i0ften personal way, so that it is not easy to identify 
exactly what factors are ~eing taken into account in any particular case. This 
leads to the potential for double-counting of costs and benefits (e.g. some 
impacts may be included in more than one set of valuations) and the omission 
of others. 

A further problem with cQst-benefit analysis is how to detennine the "discount 
rate" for consequences (~.g. deaths) that are expected to occur in the future. 
Since many costs and bendfits may be very long-lasting, the choice of discount 
rate can have an over-riding influence on the outcome of the assessment. In 
addition, cost-benefit analysis has a tendency to reduce the weight given to 
poorer sectors of society, since they are often able (and therefore willing) to pay 
only relatively small amounts for the potential benefits. For this reason, CBAs 
perfonned in countries at different stages of economic development may lead to 
quite different outcomes. 

4.3 Cost-Effectiveness Analysis (CEA) 

In view of the limitations of CBA, many people have tended to tum to cost­
effectiveness analysis. It ,attempts to assess the marginal impact of a group of 
options: the "preferred" action would therefore be the one which provides the 
greatest effectiveness (e.g. in health status of a population) given the same 
investment of resources and effort. It thus defines a specific objective or goal 
which is considered worthwhile in social or other tenns, and then compares 
different strategies for reaching that goal. In the context of environmental 
health, for example, it might be used to compare alternative fonns of pollution 
control aimed at achieving a defined reduction in health risk; or, it might be 
used to assess the relative effectiveness of pollution control and awareness 
raising as a means of reducing exposure by a specified amount. 

As such, cost-effectiveness analysis is clearly more limited in scope than CBA, 
and avoids many of the difficulties which CBA faces. Nevertheless, the very 
restrictiveness of cost-effectiveness analysis means that it is difficult to apply in 
complex situations, where different strategies may have different side-effects and 
secondary costs or benefits, For example, reducing emissions of an air pollutant 
may appear to be more cost-effective as a means of reducing exposure than an 

I 
educational programme ajmed at awareness raising. The latter, however, may 
lead to much more gqneral health improvements due to wider public 
consciousness. Similarly, ~ission controls may have a wide range of additional 
non-health benefits e.g. reduced environmental damage. Unless these are 
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considered, the wider effects of any action will not be taken into account, and 
decisions will tend to be made in too reductionist a manner. 

4.4 Other Methods 

A range of other methods are also available to support policy formulation and 
decision-making. These include distributional analysis, Bayes' rule, decision 
trees, sensitivity analysis, policy models, expert systems and decision support 
systems. 

Distributional analysis involves the assessment of the distribution of costs and 
benefits within a community (de Koning, 1987). It aims to determine the extent 
to which these are balanced across the community, or whether some sections of 
society are subject to an unfair ratio of costs to benefits. The benefits of water 
treatment, for example, will not help those without access to piped water, and 
in many cases may even increase the risk of water contamination (as well as the 
costs) if water has to be purchased from vendors. Results of such an analysis 
may then be used to determine how the costs of the intervention should be 
shared, or whether additional action is required to help those who have not 
initially benefited. 

Bayes' rule is based on the principle of prior and conditional probabilities, and 
has been used in clinical medicine to interpret the usefulness of diagnostic or 
screening tests in various populations. By the same token, Bayes' rule might 
provide guidance when determining the utility of conducting environmental 
exposure assessments or implementing environmental epidemiologic studies. 

Decision trees can help identify all available choices and their potential 
outcomes by structuring a branching model of the alternatives. Using known or 
estimated probabilities of each option at each branch (node) of the tree, the 
relative utility of various strategies can be calculated. The strategy with the 
highest utility would be expected to provide the best choice. The main difficulty 
with this approach clearly lies in evaluating the utilities of the various choices 
in a comparable way. It is also a largely reductionist method, in that it does not 
easily allow for interactions or contingency between the various decisions - e.g. 
the utility of a decision at one level in the decision tree may be dependent upon 
both prior and subsequent decisions. 

Sensitivity analysis refers to a wide range of methods which may be used to 
assess the robustness of any model or decision process. Typically, it involves 
reiterative assessment of the outcomes, subject to controlled modification of 
different elements or steps. It may be used in association with a decision tree, 
for example, to determine how sensitive the results are to decisions at specific 
points within the tree. It may also be used with more quantitative modelling 
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techniques, to assess the sensitivity of the model to the input data or to 
assumptions within the model. 

Various statistical models, ~xpert systems and decision support systems are also 
becoming widely available in relation to environmental health policy (Cross et 
aI, 1995). The outcome of a policy can, for example, be modelled as a chain of 
events occurring over time. The sequence of events can be represented by a 
decision tree, each event having a given probability. The sequence can be 
repeated to determine how the impact changes over a long period of time. This 
type of model can be mathematically represented and analysed using Markov 
chains (Beck and Pauker,i 1983). The software programme CANTROL, for 
example, has been developed to assist with public health decision-making in the 
area of cancer prevention and control (Eddy, 1986). Given various community 
demographic and baseline cancer incidence and mortality data, the progranune 
estimates the potential impact of various levels of cancer screening or smoking 
prevalence. Expert systems work in a broadly similar way. Geraghty (1993), 
defined an expert system as a system which simulates: 

"the means by which a human expert tackles real-world problems using 
a set of rules, heuristics and inferences, programmed into a computer 
system" 

The rules are nonnally derived from prior experience or from simulation models, 
and they are used to guide the decision-maker through the choices available, 
indicating at each stage the implications involved. In a full decision support 
system, these rules may be further supplemented by a range of supporting 
information (e.g. standards, guideline values, definitions), analytical facilities 
(e.g. simple programmes to compare the effects of different choices or to 
compute simple statistics) and display facilities (e.g. graphs and maps). Expert 
systems have been widely developed in the area of environmental policy (e.g. 
Geraghty, 1993), but have as yet attracted less attention in the area of 
environmental health. One example of a system which includes health 
considerations is the ISIS (Integrated System for Implementing Sustainability) 
which has been developed as a prototype tl' guide transport planning and policy 
(Hopkinson et al., 1994). 

5. TOWARDS MORE EFFECTIVE DECISION-MAKING 

5.1 Problems of Decisjpn-making 
i 

As the preceding discussionl has highlighted, the decision-making process is far 
from simple, and one in which numerous conflicts and uncertainties arise. One 
of the basic conflicts derives from the inexact nature of the process: while the 
public and politicians tend to expect swift and clear-cut solutions, the world 
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itself is extremely complex, often unpredictable and as yet poorly understood. 
As Steenberg (1989) has stated, there is no definable boundary between what is 
safe or hazardous, but rather a zone of uncertainty. In many cases, therefore, we 
can do no more than talk in terms of the "probability" of an effect being 
produced. Given the limited public understanding of statistical probabilities, 
such language is not always appropriate or readily accepted. 

Decision-making is also bounded by a number of other constraints. Amongst 
these are the problems of: 

quantifying the extent to which prevention can be obtained; 
extrapolating from evidence derived at high doses to determine risk at 
lower doses; 
extrapolating from data derived from animal evidence to determine human 
risk; 
extrapolating from past or current data to future generations; 
allowing for variations in individual susceptibility; 
ensuring adequate control for all possible confounders; 
allowing for the effects of combinations of exposures and multiple routes 
of exposure; 
the unreliability of many of the models used, and the difficulties of model 
verification; 
gaps, inconsistencies and errors in many of the data used; 
determining true probabilities; and 
defining and valuing intangibles such as quality of life. 

Setting clear guidelines to facilitate the decision-making process is therefore not 
a simple endeavour. All the items above are subject to interpretation, and even 
experts are likely to disagree regarding both the weight to allocate to each and 
the conclusions to which they point. 

5.2 The Decision-making Process 

Decision-making is a social and organic process. There is, as a result, no single 
model of the process which applies in all circumstances. The process varies 
substantially depending upon the organizational and administrative context, the 
issues and individuals involved, levels of knowledge, local perceptions and 
beliefs, and many other factors; for example: 

Value placed on health, human-life extension and environmental protection, 
concern for future generations 
Strength of data, extent of documentation 
Public understanding of data and perceptions (acceptability) of risk 
Costs of intervention: are they affordable? 
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Leadership: ability to persuade/motivate, negotiate, resolve conflicting 
goals or competing interests 
Process that provides a forum for debate and permits input into public 
policy setting 
Emphasis on planning for the future, government responsibility for 
protecting public 
Degree of collaboration: governmentlbusiness/non-govemment organizations 
Regulatory process 
Judicial process 
Seriousness of the outcome 
Involvement of Mass Media 
Targeted message for decision-makers 

Figure 6.2, however, sets out a simple model of the decision process. Six main 
steps are defined: 1) stating the problem; 2) evaluating existing information; 
3) identifYing the need for new information; 4) identifying and evaluating 
options and alternatives; 5) making the decision, and 6) evaluating the impact 
of the decision. 

,.....------.. ::1 Statement of problem I"'~I---.... 
.... 

. 1 Evaluation of existing information 

.... 
~ Research 1 ... 1 : Identification of needed new information 1 

.... 
I Evaluation of options 

.... 
L~~t 

.... 
I Evaluation of impact of decision :1---'" 

Fig. 6.2 Basic prdcess of decision analysis 
(Modified from Steens berg, 1989) 

This concept of the decision process is a traditional one, and is information­
driven. Information feeds the decision process - helping those concerned to 
identifY the problems whtich need addressing and then to evaluate the options 
available. 

- 131 -



HEADLAMP - GENERAL GUIDELINES 

Most decisions involve, and impinge on, a wide range of stakeholders and actors. 
These typically include: 

scientists who may be involved in the initial research which identified 
the problem, and in helping to devise solutions 
business and industry - which may be implicated in the cause of the 
problem and may be partly responsible for implementing and financing 
solutions 
planners - who may be involved in translating general policies into local 
action, and in monitoring implementation 
the media - which may be involved in raising awareness about the 
problem and act as an unofficial watchdog on the actions taken 
politicians who are charged with making the decisions 
the public - who in the end must accept, pay for and live with the results 
of the decisions made 

Each of these groups is likely to have different agendas. Each of these will be 
moulded by a wide range of economic, professional, political and bureaucratic 
pressures. Consensus about the levels of risk involved, or about the relative 
merits of different policy actions, is therefore difficult to achieve (McMichael, 
1991). 

Nevertheless, the need to involve these various actors and stakeholders at all 
stages in the decision process should not be treated lightly. Some questions, for 
example, are unanswerable in strictly scientific terms because of gaps in our 
knowledge; in these cases, a dialogue with the community is essential in order 
to reach a mutually agreeable solution. Science can provide guidance but not 
provide all the answers. An open and participatory approach is more likely to 
make the results more credible and acceptable, to provide time for the 
community to consider in advance the technical concepts, and limitations and 
range of outcomes, and thus to allow decisions to be taken and implemented 
more effectively and speedily (Ozinoff and Boden, 1987). 

In this context, de Koning (J 987) notes five characteristics of an effective 
standard-setting process which can be applied generally to decision-making in 
the area of environmental health: 

• Involve the major parties in the community, including politicians, citizen 
groups, industrial leaders and health officials. This should stimulate debate 
encompassing differing perspectives and values, leading to some 
compromises being made in both goals and methods, thus ensuring broad 
support in the society at large. 

Provide a mechanism through which technical and policy analysis can be 
generated, distributed and criticized. 

- 132-



6 -DECISION-MAKING IN ENVIRONMENTAL HEALTH 

• Provide a mechanism whereby the results of analyses can be presented to 
policy-makers and the other centres of interest in the society, to inform 
these groups of the costs, benefits, and impact of the proposals under 
consideration. 

• Provide a mechanism for conflicting interests to be heard and discussed in 
a controlled manner, so that divergent opinions in the society can be aired 
and, as far a possible, accommodated in the implementation of the 
proposal. 

• Provide a mechanism whereby the society can reach a decision and take 
useful action, even though such action may be less than what is 
"objectively" ideal. 

5.3 The Role of Epidemiologists 

These principles clearly provide a strong framework for effective decision­
making in the area of environmental health. It is a framework within which 
epidemiologists must play an active and leading part. Epidemiologists are not 
only researchers but also practitioners of public health. As such, they have an 
ethical obligation to do more than conduct scientific inquiries and publish their 
results. They have specific obligations to the subjects they study (e.g. informed 
consent, maintaining confidentiality); to society more widely (e.g. to share their 
information and study results); to colleagues; to employers; and to research 
sponsors (Cook, 1991). For all of these, they need to ensure that they apply the 
following principles: 

Helping to make the problem explicit and clear; 
Implementing studies to answer relevant questions; 
Communicating and interpreting epidemiologic data for non­
epidemiologists. The public has a right to know and the epidemiologist's 
responsibility is more than just publishing results in a journal; 
Being a good citizen and member of the community where they live and 
work. As Gordis (1991) has said, epidemiologists "should not hide under 
the mantle of scientific objectivity and detach ourselves from critical 
decision-making in public health". 

6. CONCLUSIONS 

Decision-making is not a simple process. A decision-maker must choose 
between competing alternatives, and may face uncertainties at every step. These 
difficulties, however, are no excuse for lack of action. There is a clear 
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mismatch between the sophistication in public health research and that of 
decision-making in public health and environmental issues (Schwartz, 1994). 
One way of rectifYing this gap is to involve epidemiologists in the process of 
addressing the solutions to the problems they study. This would entail a change 
in both attitude and in training of environmental epidemiologists. 

There is, sadly, commonly a gulf between the scientist and the decision-maker. 
Scientists are often reluctant to become embroiled in what has been called "the 
corridors of power" for fear of prejudicing their scientific objectivity (and 
simply because of lack of time). Those with decision-making responsibilities are 
not expected to be directly involved with the scientific technicalities behind the 
information they use. This cultural gap between science and decision-making 
is clearly not healthy. It requires both groups to attempt to close it. Scientists 
need to make more effort to convert their knowledge and the results of their 
research into a language and a form which the decision-maker can more clearly 
understand, though without reducing their scientific veracity. Decision-makers 
need to learn new ways of thinking and of evaluating information on health. 
They have a responsibility to understand both the value and the uncertainties and 
limitations of the information available to them. 

Decision-making also requires the availability of better information and 
knowledge on the links between environment and health. Yet we cannot afford 
to delay while this information and knowledge is gathered, for while we wait 
suffering continues (Sandman, 1991). We must be prepared, therefore, to act 
with the data and methods we have. As Bradford Hill (1965) noted: 

"All scientific work is incomplete whether it be observational or 
experimental. All scientific work is liable to be upset or modified by 
advancing knowledge. That does not confer upon us a freedom to 
ignore the knowledge that we already have, or to postpone the action 
that it appears to demand at a given time. " 

It is within this context that HEADLAMP has been conceived. The aim of 
HEADLAMP is to help provide the tools needed to extract more information, 
more quickly, out of the data which already exist - and where adequate data 
are not available, to collect them speedily. Its aim is to improve the utility of 
the information gained by providing results in a form directly usable by the 
decision-maker. Its aim is to encourage epidemiologists and decision-makers 
to work more closely together, and for both to interact more openly with the 
public and other stakeholders concerned. 

- 134 -



6 -DECISION-MAKING IN ENVIRONMENTAL HEALTH 

REFERENCES 

Beck JR, Pauker SG. The Markov process in medical prognosis. Medical 
Decision Making 1983;3:419-57. 

Cook R. Code of Ethics for Epidemiologists. Journal of Clinical Epidemiology 
1991; 44 (Supplement 1):135S-139S. 

Cross SS, Harrison RF, Kennedy RL. Introduction to Neural Networks. Lancet 
1995; 346: 1075-79. 

de Koning HW. Setting environmental standards. Guidelines for Decision­
making. Geneva: WHO, 1987. 

Eddy DM. A computer-based model for designing cancer control strategies. 
National Cancer Institute Monograph No.2, 1986. 

Geraghty PJ. Environmental assessment and the application of expert systems: 
an overview. Journal of Environmental Management 1993;39:27-38. 

Gordis L. Ethical and Professional Issues in the Changing Practice of 
Epidemiology. Journal of Clinical Epidemiology 1991 ;44(Supplement 1 ):9S-
13S. 

Harris JE. Environmental Policy Making: Act Now or Wait for More 
Information. In: National Research Council, "Valuing Health Risks, Costs 
and Benefits for Environmental Decision Making". Washington, D.C.: 
National Academy Press, (1990). 

Hill AB. The environment and disease: association or causation? Proceedings of 
the Royal Society of Medicine 1965;58:295-300. 

Hopkinson P, Webber P, Briggs DJ. Developing an environmental management 
system for traffic pollution impacts. Transportation Planning Systems 
1994;2:39-52. 

Jarman M. Valuing wider environmental benefits from an urban traffic restraint 
package. Transportation Planning Systems, 1994;2: 23-37. 

McMichael AJ. Setting environmental exposure standards: current concepts and 
controversies. International Journal of Environmental Health Research 
1991;1:2-13. 

- 135 -



HEADLAMP - GENERAL GUIDELINES 

Ozinoff D, Boden LL Truth and Consequences: Health Agency Responses to 
Environmental Health Problems. Science, Technology & Human Values 
1987;12:70-7. 

Pauker SG & Kassirer JP. Decision Analysis. New England Journal of Medicine 
1987;316:250-7. 

Richey IS, Mar BW, Horner RR. The Delphi technique in environmental 
assessment. Parts 1 and 2. Journal of Environmental Management 
1985;21: 147-59. 

Sandman P. Emerging Communication responsibilities of epidemiologists. 
Journal of Clinical Epidemiology 1991;44(Supplement 1):41S-50S. 

Schwartz E. Premature mortality in New Hampshire. Morbidity Mortality 
Weekly Report 1987;36:765-6. 

Schwartz I. Societal Benefits of Reducing Lead Exposure. Environmental 
Research 1994; 66:105-24. 

Steens berg I. Environmental Decision Making: The Politics of Disease 
Prevention. Copenhagen: Almqvist & Wiksell International, 1989. 

Warner DM, Holloway DC, Grazier KL. Decision Making and Control for 
Health Administration .. Ann Arbor: Health Administration Press, 1984. 

WHO. Informal consultation on Health and Environment Analysis for Decision-
making (HEADLAMP) methods and field studies. Document No. 
WHO/EHG/94.15. Geneva: WHO, 1994. 

- 136-






